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Abstract

High harmonic generation featuring ultrashort pulses, short wavelengths and highly coherent radiation in a table-top setup has become one of the most versatile and affordable tools for nano-scale coherent diffractive imaging as well as for studies of atomic dynamics. In this dissertation, the generation and enhancement of a high harmonic source down to the water window region (2.3 - 4.4 nm) is demonstrated, where the source is specifically tailored and developed for imaging applications.

In coherent diffractive imaging, a high resolution image of the sample can only be reconstructed from a diffraction pattern with high dynamic range, high signal-to-noise and sufficient detail at high diffraction angles produced by a bright, stable, highly coherent and narrow bandwidth light source. By controlling and stabilizing the phase-matching condition in a gas cell, an extreme ultra-violet (XUV) source which satisfies these requirements has been generated. Using a harmonic source with wavelengths around 30 nm, a resolution of 45 nm for a micrometer-size transmission sample has been successfully demonstrated. With the use of XUV reflective and focusing mirrors, a single harmonic can be selected to illuminate the sample with a higher photon flux and shorter acquisition time. Furthermore, a phase retrieval algorithm with a phase-curvature correction is developed to take advantage of the higher photon flux when placing the sample near the focus point. The nano-scale images of biological-like absorption samples are also successfully reconstructed with a light source having wavelengths around 30 nm. For a sample with a large transmission area, which quickly leads to saturation of the detector, a beam stop is used to block the low angle region and a stitching algorithm is implemented to create a high dynamic range diffraction
pattern from multiple diffraction data. By implementing the phase retrieval algorithm in a Graphical Processing Unit, the post-processing stage is performed at least 15 times faster than for a conventional system and the reconstruction time is dramatically reduced. This has the potential for live coherent diffractive imaging.
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Chapter 1

Introduction

Microscopy has become a crucial tool for studying and understanding the “unseen world”, where the objects are beyond the vision of the naked eye. Since the first demonstration of an optical microscope in the 17th century [1][2], the development of microscopy has led to a revolution in biology, physics and nanotechnology.

As the oldest and most popular technique, optical microscopy uses visible light and a lens system to magnify the images of small objects. Due to light diffraction, the resolution is typically limited to $\lambda/2NA$, where $\lambda$ is the wavelength of the light source and NA is the numerical aperture [3]. With the highest practical NA of 0.95 in air and an average wavelength of white light of 500 nm, the best resolution of optical microscopes is only around 200 nm. This resolution barrier can be overcome by using ‘super resolution’ microscopy techniques, such as stimulated emission depletion microscopy [4] where a small volume of fluorescent molecules are stimulated by laser beams, and single molecule microscopy [5], where an individual fluorescent molecule can be selected to glow, which yields an image at the nanometre level. However, such optical setups are far more complex and expensive than an ordinary optical microscopy system.

To achieve higher resolution, a shorter wavelength light source and higher resolution lenses are required. Using an electron beam as a source and electromagnetic lenses to focus the beam, the first electron microscope was built by Ernst Ruska in 1931, which was awarded the Nobel Prize in Physics in 1986,
and became one of the most essential tools in nanotechnology [6]. By accelerating the electrons using high voltage, an extremely short wavelength is produced, and hence the resolution can be pushed to the atomic level. The scanning electron microscope (SEM) and the transmission electron microscope (TEM) are two major types of electron microscopes. In an SEM, an electron beam is focused and raster-scanned across the surface of the sample [7]. As the electron penetrates the surface of the sample, electrons and photons that are emitted or scattered are recorded to reveal the details of the sample. Although an SEM is able to image any sample, coating with conducting material (commonly gold) is usually needed to avoid image artifacts due to electrostatic charging and to increase the contrast of the sample’s image [8]. On the other hand, TEM obtains an image of the sample by measuring the transmitted electron intensity through the sample. Therefore, TEM can detect defects inside the sample and provide a higher resolution image compared to SEM. Using a 300 kV electron gun TEM, a resolution of ~50 pm (0.5 Å) has been demonstrated [9]. However, sample preparation for TEM is a time consuming process and requires an extensive effort since the sample must be thinner than 50 nm. Furthermore, thin samples can be easily ionized and damaged by the high energy electron beam [10][11].

The development of x-ray microscopes provides an alternative to overcome the limitations of an electron microscope, since x-ray radiation can penetrate thicker samples and the coating process is not required. With a wavelength range from 1 nm to 30 nm, extreme ultraviolet (XUV) and soft x-ray microscopes are useful for imaging biological specimens, nano-crystals and semiconductor materials with nanometre-scale resolution [12]. Especially in the water window region (wavelength: 2.3 – 4.4 nm, energy: 540 - 280 eV), high contrast images of biological samples can be obtained from the different absorption edges of carbon (main element of cells) and oxygen (main element of water) [13]. In this region,
carbon-based objects, such as membrane proteins, absorb the radiation strongly while the water appears transparent and therefore the structure of these samples can be revealed. Studying the details of the structures of proteins and understanding their behaviour are crucial factors in the development of new antibiotics and medication treatments. Compared to optical and electron microscopes, the extreme ultraviolet and soft x-ray microscope has greater potential for biological applications. However, the development of x-ray microscopy still faces two main challenges. Firstly, the optics elements for an x-ray microscopy system are more difficult to produce and less effective since x-ray radiation is strongly absorbed by matter. Therefore, focusing x-ray radiation is harder than focusing electrons and this problem limits the achieved resolution of the sample’s image, so that the highest resolution currently achieved by an x-ray microscope is around 10 nm [14]. Secondly, bright XUV and soft x-ray sources for microscopy applications are only available in multi-million-dollar large scale facilities such as synchrotrons and free electron lasers, which provide a capability for only a limited number of research groups [15][16]. Furthermore, the high demand for using these facilities for imaging applications incurs a high cost and requires scientists to maximize access in a tight schedule for their “beam time”.

The first problem can be overcome by the development of a new imaging method, coherent diffractive imaging (CDI) or “lensless imaging”, in which the optics lens used to reconstruct the sample’s image is replaced by a computer-based reconstruction algorithm [17 – 21]. When an object is exposed to light from a coherent source, a diffraction pattern of the object is created and based on diffraction and propagation theory the complex electric field of the light diffraction can be considered as a Fourier transform of the object. The object’s image can then be reconstructed by performing an inverse Fourier transform. Because only the intensity of the diffraction pattern is recorded, a Fourier-based
iterative phase retrieval algorithm combined with an over-sampling method is used to recover the phase for reconstruction of the image [22][23]. Conventionally, the sample can be illuminated by a planar wave field (Fraunhofer CDI), but a curved wave field (Fresnel CDI) can also be used, where the source is focussed by a zone-plate [18][24]. Using knowledge of the curvature of the wave field on the sample, a unique solution and convergence of the phase retrieval process is guaranteed; however, the geometrical parameters must be precisely determined.

In theory, the resolution of the image reconstructed from its diffraction pattern is only limited by the wavelength of the source and the amount of collected high frequency data. Furthermore, a high degree of spatial and temporal coherence of the source is one of the crucial requirements, and the spectral bandwidth must be very narrow to achieve higher resolution. To obtain narrow bandwidth sources, wavelength-selective mirrors or monochromators are usually required, which reduces the efficiency of the source due to wasted photon flux. Recent modifications to the phase retrieval algorithm have relaxed the coherence requirement, such as multiple wavelength CDI [25] and broadband x-ray source [26], where the diffraction pattern is considered as a combination of the intensity distribution produced by each individual wavelength.

Since their first demonstration in 1987 [27], high harmonic generation (HHG) sources, which are generally produced by focusing a high intensity laser into a nonlinear medium, provide a new solution for XUV and soft x-ray imaging, with their ultra-short pulses, excellent coherence properties and high degree of tunability. High harmonic radiation nowadays can be extended to the soft x-ray region with photon energies $> 1$ keV using a mid-infrared driving laser [28]. Furthermore, the experimental setup of HHG only requires a compact table-top setup, which makes it an affordable tool for studying nanoscale systems. By controlling the microscopic phase-matching conditions, the generated harmonics
can be confined to a few orders \[29\], which increases the efficiency of the source for CDI experiments.

The theoretical and experimental work presented in this thesis was performed in the Centre for Quantum and Optical Science (CQOS) at Swinburne University of Technology, as part of the Short Wavelength Laser Source Program of the Australian Research Council Centre of Excellence for Coherent X-Ray Science (CXS). The project includes the development of a HHG system to produce bright, narrow bandwidth XUV radiation around 30 nm and the use of this source for CDI experiments. Chapter 2 presents the history and background of HHG, and the theory and the experimental setup to produce narrow bandwidth XUV radiation in a gas cell. This includes the analysis of various experimental parameters to optimize the phase-matching process and to enhance the quality of the high harmonic source. In addition, the generation of high harmonic radiation in the water window region is demonstrated. In chapter 3, the principles and requirements of CDI are reviewed, including diffraction and sampling theory, experimental considerations, the phase retrieval algorithm and the resolution limit of coherent x-ray imaging. In previous experiments in our laboratory, a resolution of 100 nm for a periodic sample was successfully demonstrated using a 30 nm wavelength source \[30\]. In chapter 4, a CDI experiment to image a transmission sample with a resolution of 45 nm using high harmonic sources around 30 nm is presented. Using narrow bandwidth reflective and focusing mirrors, a single harmonic is selected and focused into the sample, thus increasing the effective photon flux and reducing the required exposure time. Experiments to characterise the focused high harmonic beam are also presented, including measurements of the beam profile and the frequency spectrum of the source. A novel experimental scheme to measure the source’s spectrum is proposed and demonstrated, in which the detailed spectrum is directly obtained from the diffraction pattern of an array.
of pinholes. Because of the use of a focusing mirror, the effect of the curvature field on the diffraction pattern and reconstruction process is also investigated. Simulations and experiments suggest the beam diameter should be at least four times larger than the sample size in order to reconstruct the image using a conventional phase retrieval algorithm. In this chapter, a new phase retrieval algorithm with phase correction is also introduced, which takes the curvature of the fields of the focused beam into account if the sample is placed close to the focus point. By applying this new algorithm, the sample can be placed closer to the focus point to take advantage of the higher photon flux without compromising the achieved resolution. Chapter 5 presents a CDI experiment to obtain images of biological-like samples, where the XUV radiation is absorbed by the objects. To capture high resolution images, beam stops are implemented to prevent saturation in the diffraction pattern. However, another challenge is faced by using a beam stop: missing data in the low frequency region. A new technique of combining diffraction patterns to solve the missing data problem and reconstruct the image is discussed and demonstrated. Finally, chapter 6 presents a summary of the thesis, as well as the outlook for the development of higher resolution CDI using table-top high harmonic generation.
Chapter 2

Extreme Ultraviolet Source by High Harmonic Generation

2.1. Introduction to High Harmonic Generation

Since the first high harmonic signal was observed by McPherson et al. in 1987 [27], many theoretical and experimental approaches have been developed with advances in technology pushing the limit of the harmonic wavelength and energy [31]. With the ability to generate wavelengths down to the water window region (2.3 – 4.4 nm) [32][33], and even the 1 nm [34] range, the table-top high harmonic source has proven to be an effective and affordable source to study molecular dynamics [35][36][38] as well as the coherent diffractive imaging application [39][25][40]. Although the principle of high harmonic generation (HHG) is quite simple - one focuses an ultrashort, intense laser pulse (intensity > 10^{14} \text{ W/cm}^2) into a gas medium to produce the harmonic signal - the low conversion efficiency is the main drawback of this source. The main reason is the phase mismatch between the harmonic signals and the fundamental laser and the absorption of the medium. To enhance the efficiency of the HHG source, a technique called “phase matching” has been developed [41][42][43]. Several experimental approaches have been developed to implement a phase-matching scheme, including a hollow waveguide [42], a self-guide laser [44], a gas jet [45] and a gas cell [46].

In this chapter, the theoretical background of the HHG and phase-matching techniques is presented. Then the experimental setup to generate a bright, stable, coherent and narrow bandwidth XUV source around 30 nm is described.
Furthermore, an experimental scheme to generate high harmonic radiation in the water window region using an infrared driving laser is demonstrated. In addition, the use of high harmonic generation to study atom and molecule dynamics is reported based on the observation of a Cooper minimum with two-colour laser fields.

2.2. Theory of High Harmonic Generation

2.2.1. The three-step model

The high harmonic generation (HHG) process is a phenomenon in which a high electric field created by an intense laser field (typically 10^{14} – 10^{15} W/cm²) is comparable to the binding atomic Coulomb field of the atoms used in the generating medium, so that an outer-shell electron can tunnel into the continuum. The process is well described by a semi-classical approach called the “three-step model”, where the electrons undergo tunneling ionization, acceleration and recombination processes [47][48].

![three-step model of high harmonic generation](image)

Figure 2.1: The three-step model of high harmonic generation.
In the first step, the electron under the influence of the driving laser’s large electric field tunnels out of the parent atom, due to distortion of the Coulomb potential. The rate of the tunneling process (the so-called ionization rate), which can be calculated by the Ammosov, Delone and Krainov (ADK) model [49], is critical for the efficiency of the harmonic generation process. During the second step, the electron is accelerated in the electric field of the laser, and initially moves away from the parent atom and then returns when the electric field changes sign, and eventually re-collides with the parent ion in the final step to release the high harmonic radiation. The kinetic energy which the electron gains during the accelerating phase is known as the ponderomotive energy, which is defined as [50]:

\[
U_p = \frac{e^2 E^2}{4 m_e \omega_0} \propto I \lambda^2
\]  

(2.1)

where \(e\) and \(m_e\) are the charge and mass of the electron, \(E\) is the electric field and \(\omega_0\) is the angular frequency of the driving laser. The ponderomotive energy is also proportional to the intensity \(I\) and the square of wavelength \(\lambda^2\) of the driving laser. The maximum energy of the generated high harmonic radiation is given by [50]:

\[
\mathcal{E}_{\text{max}} = \hbar \omega_0 q_{\text{max}} = I_p + 3.17 U_p
\]  

(2.2)

where \(\hbar\) is the reduced Planck’s constant, \(q_{\text{max}}\) is the maximum harmonic order and \(I_p\) is the ionization potential of the atom. The maximum harmonic energy is achieved when the atom is ionized at a phase \(\sim 0.3\) radians \((17^\circ)\) of the electric field. Additionally, the cutoff energy of the HHG is dependent on the ionization potential of the atom, which varies for different generating media. Table 2.1 shows the ionization potentials of the noble gases and their typical cutoff harmonic orders when using a 800 nm driving laser with a peak intensity \(5 \times 10^{14} \text{ W/cm}^2\).
<table>
<thead>
<tr>
<th>Medium</th>
<th>$I_p$ (eV)</th>
<th>Cutoff order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xe</td>
<td>12.1</td>
<td>27</td>
</tr>
<tr>
<td>Kr</td>
<td>14</td>
<td>41</td>
</tr>
<tr>
<td>Ar</td>
<td>15.8</td>
<td>61</td>
</tr>
<tr>
<td>Ne</td>
<td>21.6</td>
<td>155</td>
</tr>
<tr>
<td>He</td>
<td>24.6</td>
<td>221</td>
</tr>
</tbody>
</table>

Table 2.1: Ionization potential and cutoff harmonic order of the noble gases.

According to equation 2.2, the cutoff energy of the high harmonic generation can also be increased by raising the intensity of the driving laser intensity if plasma effects such as defocusing and dephasing are controlled and not all atoms are ionized. However, too high a laser intensity also leads to a larger contribution of the magnetic force (Lorentz force) on the electrons, preventing them from recombining with their parent ions and hence reducing the efficiency of the HHG process [51][52].

In the three-step model, there are two major electron trajectories that contribute to the high harmonic generation process, the short and long trajectories, according to the time they spend in the continuum. The short trajectory is defined where the electron escapes the atom after 170 of the laser cycle and returns before 2550, whereas for the long trajectory the electron escapes the atom before 170 and returns. Figure 2.2 illustrates the difference between the two quantum paths within the driving laser cycle. In the short trajectory (shown by the blue curve), the electrons encounter one laser field zero crossing, and as time increases, the electrons gain more kinetic energy to recombine with the parent ion, and hence emit more photon flux. On the other hand, the electrons that follow the long trajectory (red curve) decrease energy with recombination time. The emitted
energy is shown by the green curve, where the peak energy (cutoff energy) corresponds to the cutoff trajectory (orange curve).

The harmonic radiation produced by the short trajectories has a long coherence time, since their phases do not vary much with the laser intensity; furthermore, it is a highly collimated beam and spectrally narrow, which is desirable for the CDI application. On the other hand, the phases of the long trajectories change rapidly with the laser intensity; hence they create strongly angular divergent emission due to the strong curvature of the phase front, and they tend to increase the spectral bandwidth and reduce the coherence time \cite{53,54}. In other words, the short trajectories are less sensitive to the change of the driving laser intensity compared to the long trajectories, and hence this is one of the parameters to optimize the HHG beam in order to produce a bright, collimated and coherent source for CDI experiments.
2.2.2. The high harmonic spectrum

A typical HHG spectrum consists of three regions: perturbative, plateau and cutoff regions. In the low harmonic order regime, also called below-threshold harmonics, perturbation theory can be used to describe the generation of harmonics in which the intensities decrease exponentially for higher orders [55]. In the long plateau regime, in which the harmonic intensities are almost constant, the perturbative theory is no longer valid but the spectrum can be explained by the three-step model, which is generated by both short and long electron trajectories. The cutoff region is mainly dominated by the short trajectories and the maximum frequency of the HHG radiation follows the cutoff rule in equation 2.2.

Since the high harmonic burst is repeated every half cycle of the laser field, a typical harmonic spectrum consists of only odd harmonics, which are separated by $2\omega_0$ [56]. This property can also be explained by the Fourier transform of a periodic signal, where the constructive interference of odd harmonics and the destructive interference of the even harmonics occur.

Figure 2.3: Typical HHG frequency spectrum; figure taken from [57].
2.2.3. Phase matching

Phase matching is a critical requirement to generate bright and highly efficient HHG radiation, in which the phase velocity of the driving laser field \(v_f\) must be ideally matched to the phase velocity of the harmonic \(v_q\) so that the total intensity of the harmonic radiation builds up coherently. This requirement can be represented as [58]:

\[
v_f = \frac{\omega_f}{k_f} = v_q = \frac{\omega_q}{k_q} = \frac{q \omega_f}{k_q} \tag{2.3}
\]

where \(\omega_f\) and \(\omega_q\) are the angular frequencies, \(k_f\) and \(k_q\) are the magnitudes of the wave vector of the driving laser and the \(q\) harmonic. Hence the HHG efficiency is maximum when the phase mismatch \(\Delta k\) between the fundamental laser field and the harmonic field is zero, i.e.,

\[
\Delta k = q k_f - k_q = 0 \tag{2.4}
\]

The coherence length, which is the distance over which the harmonic interferences build up constructively, is then defined as [42]:

\[
L_{coh} = \frac{\pi}{\Delta k} \tag{2.5}
\]
Figure 2.4: The high harmonic signals build up coherently when $\Delta k = 0$, as the amplitude (and quadratic intensity) of the HHG signal increase linearly with the interaction length [59].

In the ideal situation when the coherence length is large ($L_{coh} \to \infty$), the high harmonic intensity increases quadratically with the interaction length as shown in Figure 2.4. However, in the presence of absorption, the high harmonic intensity will be limited, and is given by [42]:

$$I_q \sim \rho^2 A_q^2 \frac{4L_{abs}^2}{1 + 4\pi^2 \left(\frac{L_{abs}}{L_{coh}}\right)^2} \left[1 + \exp\left(-\frac{L_{med}}{L_{abs}}\right) - 2\cos\left(\frac{\pi L_{med}}{L_{coh}}\right) \exp\left(-\frac{L_{med}}{2L_{abs}}\right)\right]\quad (2.6)$$

where $L_{abs}, L_{med}$ are the absorption length (over which the intensity falls to 1/e, $L_{abs} = 1/(\sigma \rho)$) and medium (interaction) length, $\rho$ is the gas density, $\sigma$ is the ionization cross section and $A_q$ is the amplitude of the atomic response which is proportional to the laser intensity. The relationship between the coherence length and the absorption length with the high harmonic intensity is shown in Figure 2.5:
As can be seen, in order to maximize the efficiency of the HHG signal, the coherence length and the interaction length must be much longer than the absorption length. If the coherence length is long enough ($L_{coh} \to \infty$), the harmonic intensity will be limited to:

$$I_q \sim L_{abs}^2 \left[ 1 + \exp\left( -\frac{L_{med}}{L_{abs}} \right) - 2 \exp\left( -\frac{L_{med}}{2L_{abs}} \right) \right]$$  \hspace{1cm} (2.7)$$

With a reasonably long interaction length ($L_{med} \gg L_{abs}$), the high harmonic intensity is now simply $I_q \sim L_{abs}^2$, which is proportional to the square of the absorption length. In an ideal case where there is no absorption ($L_{abs} \to \infty$), the high harmonic intensity reduces to:

$$I_q \sim \left[ \frac{L_{coh}}{\pi} \sin\left( \frac{\pi L_{med}}{2L_{coh}} \right) \right]^2$$  \hspace{1cm} (2.8)$$

in which the harmonic intensity oscillates as the signal propagates through the interaction medium, and for which the maximum value is proportional to the
square of the coherence length. In fact, understanding and controlling the phase mismatch is a crucial requirement to increase the coherence length and to optimize the high harmonic flux. The phase mismatch is given by [60][61]:

$$\Delta k = \Delta k_{\text{neutral atom dispersion}} + \Delta k_{\text{plasma dispersion}} + \Delta k_{\text{geometric}} + \Delta k_{\text{dipole phase}}$$  \hspace{1cm} (2.9)$$

The details of each term are described below:

a) **Neutral atom dispersion phase mismatch:**

The neutral atom dispersion originates from the difference in the refraction indices of the fundamental and harmonic frequencies, and is given by:

$$\Delta k_{\text{neutral}} = \frac{2\pi q}{\lambda} P(1 - \eta) \Delta n$$  \hspace{1cm} (2.10)$$

where \(q\) is the harmonic number, \(\lambda\) is the fundamental wavelength of the laser, \(P\) is the pressure of the gas, \(\eta\) is ionization fraction and \(\Delta n = n(\lambda) - n(\lambda/q)\) is the difference between the refractive indices at the fundamental and harmonic frequencies of the gas at 1 atm. Furthermore, the refractive index consists of a linear and a nonlinear component which is dependent on the laser intensity, i.e., \(n = n_0 + n_2 I\). Normally, the refractive index of the gas is larger than one in the range of the fundamental laser’s wavelength but smaller than one for the XUV range; hence usually \(\Delta k_{\text{neutral}} > 0\).

b) **Plasma dispersion phase mismatch:**

Under the action of the strong electric field of the driving laser, the atoms are quickly ionized, but only a small fraction of the free electrons re-collide with their parent atoms to generate high harmonic radiation. The remaining free electrons miss the atom and cause dispersion and absorption of the high harmonic signal, which oscillates rapidly, and their resonance frequency is given by:
\[ \omega_p = \sqrt{\frac{e^2 N_e}{\varepsilon_0 m_e}} \]  

(2.11)

where \( N_e \) is the free electron density, \( \varepsilon_0 \) is the permittivity constant and \( m_e \) is the mass of the electron. This oscillation leads to a change of the refractive index of the plasma, which is given by:

\[ n_{\text{plasma}} = \sqrt{1 - \left(\frac{\omega_p}{\omega}\right)^2} \]  

(2.12)

Since the plasma resonance frequency is much smaller than the fundamental frequency, equation 2.12 can be simplified to:

\[ n_{\text{plasma}} \approx 1 - \frac{1}{2} \left(\frac{\omega_p}{\omega}\right)^2 \]  

(2.13)

The wave vector of the plasma becomes:

\[ k_{\text{plasma}}(\omega) = \frac{(n_{\text{plasma}}(\omega) - 1)\omega}{c} = -\frac{\omega_p^2}{2c\omega} \]  

(2.14)

and hence the plasma phase mismatch is calculated as:

\[ \Delta k_{\text{plasma}} = qk(\omega) - k(q\omega) = \frac{\omega_p^2(1 - q^2)}{2q\omega} \]  

(2.15)

Substituting equation 2.11 and the electron density \( (N_e = \eta PN_{\text{atm}}) \) into equation (2.15), the simplified plasma dispersion phase mismatch is given by:

\[ \Delta k_{\text{plasma}} = \frac{e^2 N_e}{2\varepsilon_0 m_e c \omega} \frac{(1 - q^2)}{q} \]  

\[ = \eta PN_{\text{atm}} r_e \frac{e^2}{4\pi \varepsilon_0 m_e c^2} \frac{(1 - q^2)}{q} \]  

(2.16)

where \( r_e = \frac{e^2}{4\pi \varepsilon_0 m_e c^2} \) is the classical electron radius, \( \eta \) is the ionization fraction, \( P \) is the gas pressure and \( N_{\text{atm}} \) is the gas density at 1 atm. Clearly, the plasma phase
mismatch is negative; hence it is useful to balance this with the neutral atom dispersion, where both terms are dependent on the gas pressure and the ionization fraction. Therefore, there is an upper limit to the ionization fraction, called the critical ionization rate, which allows phase matching to be achieved, and is given by [60][41]:

\[ \eta_c = \left(1 + \frac{N_{atm}r_eA^2}{2\pi\Delta n}\right)^{-1} \]  \hspace{1cm} (2.17)

The critical ionization rate varies with different gases; typically this value is 5% for Ar, 1% for Ne and 0.5% for He to achieve phase matching [41]. Since the ionization fraction is very sensitive to the laser intensity, this parameter is an important “knob” to optimize the phase-matching process.

c) Geometric phase mismatch:

Since the HHG process requires the laser beam to be focused and confined into a small region, the Gouy phase shift should be taken into account [62]. The Gouy phase shift is given as:

\[ \eta(z) = \arctan\left(\frac{z}{z_r}\right) = \arctan\left(\frac{2z}{b}\right) \]  \hspace{1cm} (2.18)

where \( z_r \) is the Rayleigh length, \( z \) is the propagation distance, and \( b = 2z_r \) is the confocal parameter.

For short distances from the focus point \( (z \ll z_r) \), the geometric wave vector is given as:

\[ k_{geometric} = \frac{d\eta(z)}{dz} \approx \frac{2}{b} \]  \hspace{1cm} (2.19)
Because the harmonics have the same confocal parameter and the fundamental laser and the wave vector are independent of the frequency, the geometric phase mismatch near the focus point is given by:

\[
\Delta k_{\text{geometric}} = qk(\omega) - k(q\omega) = (q - 1)\frac{2}{b}
\]  

(2.20)

As can be seen, the contribution of the geometric phase mismatch is positive and this value can be changed by varying the laser’s focus position inside the interaction medium [43].

d) Atomic dipole phase mismatch:

The dipole phase (also called trajectory) mismatch term is the phase of the atomic or molecular dipole which is the action acquired by the electron leading to the emission of the \( q \)th harmonic in the continuum state and varies with the laser intensity. Since the laser intensity can vary spatially in both the longitudinal and radial directions, the atom dipole phase also varies axially as well as radially. This leads to reduced harmonic emission as well as strong spatial distortion [43][63].

The dipole phase mismatch is given by:

\[
\Delta k_{\text{dipole}} = \alpha_q \frac{\partial I}{\partial z} = \alpha_q \frac{8z}{b^2} \frac{I_0}{\left(1 + \left(\frac{2z}{b}\right)^2\right)^{\frac{3}{2}}}
\]  

(2.21)

where \( \alpha_q \) are the electron trajectory coefficients (also referred to as the phase coefficients), around \( 1 \times 10^{-14} \) cm\(^2\)/W for the short trajectory and \( 24 \times 10^{-14} \) cm\(^2\)/W for the long trajectory [64], and \( I_0 \) is the peak laser intensity. The electron trajectory coefficients are closely related to the excursion time, i.e., the time electrons spend in the continuum. Hence the long trajectory has a larger coefficient, and as a result its emission has a larger phase mismatch and shorter coherence time compared to the short trajectory [65].
As a summary, the total terms of the phase mismatch in equation 2.9 for a focusing geometry HHG can be expressed as:

\[
\Delta k = \frac{2\pi q}{\lambda} \left( p(1 - \eta) \Delta n - \eta PN_{\text{atm}} r_{e}^{2} \right) \left( \frac{q^{2} - 1}{q} \right) + (q - 1) \frac{2}{b} + \alpha_{q} \frac{8z}{b^{2}} \frac{l_{0}}{1 + \left( \frac{2z}{b} \right)^{2}} \tag{2.22}
\]

As can be seen, the phase mismatch of the plasma dispersion can be balanced by the total of the neutral atom dispersion, the geometric and the dipole phase mismatch to keep \(\Delta k = 0\).

**2.2.4. Experimental control of the HHG phase matching**

As expressed in equation 2.22, there are some experimental parameters that can be controlled to optimize the HHG process. The first two terms in the equation are the neutral atom dispersion and plasma dispersion, which have opposite signs and both are pressure dependent. Therefore, balancing their phase contributions by varying the pressure at a low degree of ionization can result in better phase matching. On the other hand, the laser intensity should be fixed at the optimum value around the ionization threshold to prevent the free electron dispersion that destroys the phase matching. Therefore, to generate HHG with a higher cutoff energy, it is possible to keep the laser intensity at a low level but to increase the driving wavelength \[66][67][68].

When the phase-matching condition \(\Delta k \approx 0\) is not practical, quasi-phase-matching (QPM) schemes can be invoked. In QPM, a phase mismatch is periodically fixed, with a periodicity corresponding to twice the coherence length. In this regard a weak counter-propagating IR field \[69\], weak static fields \[70\], modulated wave guides \[71\] or multiple gas jets \[72][73\] can be employed.
As crucial requirements for the CDI experiment, a table-top HHG source which is bright, narrow band, highly spatially coherent and temporally coherent should be implemented and developed. A high photon flux is desirable, since the required exposure time can be reduced and effects of the laser’s instability are minimized. In addition, a shorter capture time also reduces the noise in the detecting device and hence increases the signal to noise of the diffraction pattern. On the other hand, a high spatial coherence ensures that the sample is uniformly illuminated and the diffraction is properly generated. In addition, the sample should be illuminated by a narrow bandwidth source and the diffraction pattern can be considered as the magnitude of the Fourier transform of the sample, where a few orders of harmonics and high temporal coherence of each harmonic are required.

Nowadays, HHG is generated mainly from three experimental geometries: gas jet, gas-filled fibre and gas cell. Since the first HHG experiment by McPherson [27], the gas jet-based experiment has become the most popular, and has successfully generated harmonics in the water window region [32] and has even extended to the 400 eV range using a helium jet [33]. In the gas jet configuration, the gas is passed through a nozzle into a vacuum chamber and the laser is focused into the gas stream. Although it is simple to set up, there are several limitations, such as short interaction length, non-uniform gas density along the path of interaction and lack of a laser guiding mechanism. These limitations can be overcome by using an alternative solution, the gas filled hollow core fibre, which typically has ~100 µm internal diameter, is 1-10 cm long and is filled with a low pressure of gas [41]. A higher conversion efficiency is achieved, thanks to the uniform gas density and the quasi-phase matching by modulating the diameter of the fibre, in which the resultant modulated laser intensity can improve the phase-matching condition and hence increase the HHG efficiency [71][74]. However, the complicated manufacturing and alignment process of the hollow core fibre is still a
disadvantage. An excellent alternative to generate high harmonic generation is the gas cell, which provides a uniform gas density and long interaction length, as well as a self-guiding mechanism. The gas cell is basically a sealed container, which has a glass entrance and a 1 mm thick aluminium plate at the exit, where a hole about 100 µm diameter is drilled by the driving laser as an exit aperture for the gas and the laser; thus the alignment process is simpler compared to other geometries. The interaction length can be changed by varying the length of the gas cell, or by shifting the focus position of the laser around the exit hole. The solid structure of the gas cell also allows the generation of high harmonic radiation with a high gas pressure, as will be reported later in this chapter. The gas cell configuration also has some limitations. When the field propagates through a long interaction medium, nonlinear effects such as self-defocusing, wave-front distortion, and Gouy phase shift may affect the phase matching condition. However, the effect of the Gouy phase shift and other phase mismatch terms can be balanced by adjusting the focus position of the laser inside of the gas cell and varying the laser intensity using an aperture before the lens. With these outstanding features, the gas cell geometry was chosen and developed at the CQOS laboratory and will be described in the following section.

2.3. Table-top HHG experimental setup

2.3.1. Femtosecond laser system

The high power femtosecond laser system consists of 3 modules: a seeding laser and 2 amplifier stages as shown in Figure 2.6. The output laser is carrier-envelope phase (CEP) stabilized with a 30 fs pulse duration at 1 kHz repetition rate. Using the first amplifier stage alone, laser pulses around 810 nm with an energy of 2 mJ per pulse can be generated, mainly to produce harmonics around 30 nm with
argon gas. With the second amplifier module, the pulse energy can be raised to 10 mJ and is able to generate high harmonics with wavelengths down to 4 nm with helium gas.

Figure 2.6: The high power femtosecond laser system, showing a seeding module and two amplifier stages.

a) Seeding laser:

The laser system uses a Ti:Sapphire Venteon Pulse One with CEP stabilization as the seeding module [75]. The laser is pumped by a low noise 5 W diode-pumped solid state (DPSS) laser and the CEP stabilization system is based on a $f - 2f$ interferometer [76], which only consumes 10% of the total laser power. The output of the laser for experiments is not affected by any temporal and spatial dispersion of the stabilization process. In addition, the locking electronics is based on a Menlo Systems (XPS800 Syncro), which provides a touch screen interface for easy monitoring and controlling the system. Typical characteristics of the seeding module are shown below:
Table 2.2: Specifications of the Venteon Pulse One seeding laser system.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse duration (FWHM)</td>
<td>&lt; 8 fs</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>80 MHz</td>
</tr>
<tr>
<td>Output power (average)</td>
<td>&gt; 2 mJ</td>
</tr>
<tr>
<td>Spectral bandwidth (FWHM)</td>
<td>&gt; 200 nm</td>
</tr>
</tbody>
</table>

The mode-locked output laser has a FWHM bandwidth > 200 nm centred at 810 nm, and is seeded to the amplifier stages to produce higher energy laser pulses.

b) **Amplifier modules:**

The laser energy is amplified by the first amplifier stage (Quantronix Odin-II HE), which is a multi-pass Ti:Sapphire system, to an energy > 2 mJ based on the chirped-pulse amplification method [77]. This amplifier is pumped by a Quantronix Darwin-527 pump laser. The principle of the amplifier system is as follows: the laser pulse is stretched by a negative chirp grating, the pulse energy is amplified by multi-passing the gain medium and the resultant pulses are compressed by a positive chirp grating. The output pulses are selected by a Pockels cell with a repetition rate of 1 kHz. After leaving the first amplifier stage, the characteristics of the beam are as shown in Table 2.3:

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse duration (FWHM)</td>
<td>30 fs</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>1 kHz</td>
</tr>
<tr>
<td>Pulse energy</td>
<td>&gt; 2 mJ</td>
</tr>
<tr>
<td>Centre wavelength</td>
<td>810 nm</td>
</tr>
</tbody>
</table>

Table 2.3: Characteristics of the laser after the first amplifier stage.

If higher pulse energy is required (up to 10 mJ), the laser pulse are diverted to the second amplifier stage before going to the compressor. This amplifier stage is a Quantronix Cryo Add-on, which is pumped by the same Quantronix Darwin-
527 pump laser similar to the first stage. The main component is the Cryo-crystal cell, which is cooled to 100 K in a vacuum chamber to maintain stability and output power. The amplified laser pulses are compressed again to produce ultrashort pulses by a pair of gratings before leaving the amplifier.

c) Optical parametric amplifier:

To generate the infrared laser field, an optical parametric amplifier (Quantronix Palitra OPA) is installed after the second amplifier stage. Parametric amplification is a three-wave mixing process involving the exchange of energy from a powerful optical wave with high frequency (called the “pump” \( \omega_p \)) to two lower energy waves with lower frequencies (the “seed” \( \omega_s \) and the “idler” \( \omega_i \)), respectively. These signals satisfy the energy conservation criterion: \( \omega_p = \omega_s + \omega_i \), where the wavelength of the resultant signals depends on the phase-matching condition, the temporal overlapping and the nonlinear crystal properties. The power of the seed signal is amplified by the pump signal while propagating (collinearly or non-collinearly) through the crystal. The Palitra module uses a white light continuum source as the seed of the OPA, which is produced by focusing the ultra-short input beam in a sapphire crystal. A Bismuth Triborate (BiB\(_3\)O\(_6\) or BIBO) crystal is used as the nonlinear medium for the amplification process, which has a higher conversion efficiency, wider wavelength tuning range and easier maintenance compared to a typical Beta Barium Borate (\( \beta \)-BaB\(_2\)O\(_4\) or BBO) crystal [78]. The OPA is fitted in a one-box module, which includes a white light continuum generator, a signal pre-amplification stage (first stage) and a power amplification stage (second stage). At each stage, the delay between the pump and signal waves can be adjusted to achieve temporal overlap, and the angle of the crystal can be tuned to optimize phase matching.
2.3.2. HHG experimental arrangement

The HHG experimental apparatus is arranged in four modules: generation, filtering, application and detection modules. The main components of the experiment are shown in Figure 2.7. The high energy laser is focused into a gas cell to generate the high harmonic radiation, and then the output beam is filtered by a series of pinholes and spatial filters to block the fundamental laser and to select the harmonic wavelengths of interest. The experimental chamber consists of various motorized stages and a set of samples for source characterization and imaging applications. The detection module consists of a grazing incidence spectrometer and a CCD camera, which can be replaced by a camera to capture the diffraction pattern in the case of performing coherent diffractive imaging.

Figure 2.7: Simplified HHG experimental arrangement which shows only the important apparatus in two vacuum chambers and an attached spectrometer.
The generation module consists of a lens and a gas cell, as shown in Figure 2.8. After passing the aperture the laser beam is focused into the gas cell by a 1 inch diameter, 40 cm focal length fused silica lens. The dispersion due to the lens is negligible, where the change of focal length ($\Delta f$) is about 500 $\mu$m and the pulse is lengthen by 5 fs [126]. The effect due to the lens dispersion is more severe for few-cycle laser pulses than many-cycle laser pulses; in this case with 30 fs pulses this dispersion can be neglected. This lens is mounted on an x-y holder, which is placed on a motorized translation stage in the z direction (laser propagation direction). The x-y position is carefully adjusted to align the laser beam at the centre of the lens, since a small misalignment of the focus position in the x-y direction decreases the high harmonic photon flux dramatically. The z-direction translation stage allows the focus position of the fundamental laser inside the gas cell to be precisely controlled manually by a micrometer screw or electronically by a Zaber T-LA28A linear motor. On the other hand, the interaction length in the HHG process can be scanned and the optimum length selected to generate as much photon flux as possible.

The interacting gas is contained in a 30 cm long, 1 inch diameter gas cell, which is divided into two sections: the outer atmosphere and the inner vacuum sections. The outer section has a glass entrance for the laser and an inlet to supply the gas to the cell. The inner section is placed inside a small vacuum chamber, in which the pressure is kept around $10^{-2}$ Torr. At the end of this gas cell is a laser-drilled pinhole, which allows the laser beam and the gas to exit the gas cell. The gas cell also has a flat glass window for observation of the generated plasma inside the cell near the focus point, which allows the focus position of the fundamental laser to be accurately selected. Depending on the wavelength of interest for the experiment, various gases at different pressures are supplied to the gas cell via a
pressure stabilization system. Since the phase-matching optimization process relies heavily on the optimum pressure of the gas cell, this pressure must be kept stable with an error less than 1 Torr. Furthermore, to investigate the dependence of the high harmonic intensity on changing the gas cell pressure, the pressure must respond quickly to the set point to keep up with the spectrum acquisition process.

Figure 2.8: Lens on a translation stage and a long gas cell setup. The gas is supplied by a black tube as shown.

This challenge is solved by employing a pressure stabilization system, which consists of an Alicat single valve pressure regulator, a Pfeiffer CMR 361 pressure gauge, a TPG 256A MaxiGauge controller and a LabView program on a computer. The pressure gauge is connected near the gas inlet of the gas cell which measures the pressure of the gas cell in the range 0.1 – 825 Torr. The pressure value is read by a MaxiGauge controller and sent to the computer which runs the stabilization program. Once a set point is selected in the software, a valve opening value is calculated by a PID algorithm and sent to the Alicat valve, which is placed between the gas bottle and the gas reservoir of the cell. The PID parameters are carefully optimized to minimize fluctuations of the gas pressure with any set point with a sampling rate of 25 Hz. The interface of the pressure
stabilization is shown in Figure 2.9, where a graph of the gas cell’s pressure when a set point of 200 Torr is shown. The system has been proven to have a long term stability of the pressure stabilization, with an error less than ±0.5 Torr for any set point within the range of the gauge.

Figure 2.9: Pressure stabilization software interface, showing a set point of 200 Torr (dashed blue) and an actual pressure response (solid red) with an error < 0.5 Torr.

2.3.2.2. Filtering module:

The filtering module consists of several pinholes and metal spatial filters, in order to block the fundamental laser and to avoid scattering of the light inside the vacuum chamber. The pinholes whose diameters range from 200 µm to 2 mm are placed precisely along the beam path and their positions are controlled by piezo linear motors. To block the fundamental laser beam that may cause damage to the downstream detector, thin metal filters such as aluminum or zirconium are installed on a Thorlabs FW103H Filter wheel, in which the filter can be selected
by an accompanying software. Furthermore, the spatial filters also select the wavelength range of interest. For the coherent diffractive imaging described in this thesis, harmonics around 30 nm are chosen by a 200 nm thick Al filter. The transmission characteristics of this filter are shown in Figure 2.10, which exhibits a sharp cutoff near 17 nm and ~ 60% transmission at wavelengths around 30 nm.

![Figure 2.10: Transmission characteristics of a 200 nm thick Al filter. Data is taken from [79].](image)

The resultant harmonic beam is passed through another pinhole to block scattering and to re-shape the beam profile before entering the application chamber. This chamber is kept at a pressure of less than $10^{-3}$ Torr by a Pfeiffer HiPace 700 turbo pump, backed by a membrane pump.

2.3.2.3. *Application module:*

The application module is installed inside a large vacuum chamber, which consists of apparatus and samples to characterize the high harmonic beam and to perform the coherent diffractive imaging experiment. The samples are mounted on an x-
y-z motorized translation stage, which allows the position of the sample to be precisely controlled. These motors (Zaber T-LA60A linear motor) are monitored and controlled by a LabView program on a computer, in which the step size is as small as 100 nm. For the coherent diffractive imaging experiment, another x-z translation stage with similar motors is installed to support the wavelength-selecting reflective and focusing mirrors. The harmonic radiation with wavelength around 30 nm is selected and focused into the sample by the mirrors, which effectively increases the photon flux and reduces the exposure time. The details of this experiment are described in chapter 4.

Figure 2.11: Filtering and applications chamber with the spectrometer and attached camera downstream.

The whole chamber is kept at a pressure less than $10^{-5}$ Torr by an Agilent TV 701 turbo pump system while the actual pressure is monitored by Pfeiffer IKR 270 vacuum gauges.
2.3.2.4. Detection module:

When measurement of the spectrum is required, a spectrometer (Setpoint GIMS#4) is installed downstream from the applications chamber. The gratings used in the spectrometer can be rotated by a micrometer, which allows the region of the wavelength of interest to be selected. Four different gratings with different groove spacings can be fitted to the spectrometer to cover the wavelength range from 4.4 to 85 nm, where finer spacings are used for shorter wavelengths and higher resolution, as shown in Table 2.4. In the experiment described in this thesis, a grating with 300 grooves/mm is used since it is the most effective for wavelengths around 30 nm.

<table>
<thead>
<tr>
<th>Grating (grooves/mm)</th>
<th>Wavelength range (nm)</th>
<th>Resolution (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>35.4 – 85.0</td>
<td>4.0</td>
</tr>
<tr>
<td>300</td>
<td>17.7 - 42.5</td>
<td>2.0</td>
</tr>
<tr>
<td>600</td>
<td>8.9 – 21.3</td>
<td>1.0</td>
</tr>
<tr>
<td>1200</td>
<td>4.4 – 10.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2.4: Specifications of the gratings used in the spectrometer.

The detector attached to the spectrometer is a Princeton Instruments Pixis-1024B CCD camera, which has a resolution of 1024×1024 pixels and a pixel size of 13.5 µm. A spectrum with a dynamic range up to 16-bit (65535 levels) can be captured with a high speed mode (2 MHz) or low noise mode (100 kHz) ADC. The camera is fully controlled by a WinView program via an USB connection, and the camera’s shutter signal is used to drive a motorized shutter and synchronize with the motors of the translation stages.
For the coherent diffractive imaging experiment, the spectrometer is replaced by another camera, a Pixis-2048B, which has a larger sensor dimension of 2048×2048 pixels. Larger sensor area allows high angle diffraction data to be collected and hence increases the resolution of the reconstructed image. This camera is attached directly to the experimental chamber to keep the distance between the sample and the detector within the acceptable distance (3 - 6 centimeters, see chapters 4 and 5). At room temperature, the CCD suffers an inhomogeneous background noise and it is difficult to clean up using background subtraction and averaging. At lower temperature, the noise is more homogenous and diffraction data with higher signal to noise is obtained, which is crucial for reconstructing a high resolution image. To achieve the best diffraction pattern, the camera is cooled to -40°C when taking data, otherwise it is left at room temperature since the sensor becomes dirty quickly at the low temperature.

2.3.3. Laser beam pointing stabilization system

2.3.3.1. Introduction:

Fluctuations of the laser pointing is a common problem in laser experiments; they cause a temporal variation of the laser energy, as well as reducing the coupling efficiency between the amplifier states. In the current HHG system at the CQOS laboratory, beam pointing jitter can be observed clearly at the output of the second amplifier while the output beam of the first amplifier is quite stable. The drift is likely due to thermal expansion of the optical elements and the vibration of the benches and support structures. In addition, it is likely due to the coupling mirrors between amplifier states which are not steady enough and are easily displaced. The fluctuations can be classified as short-term and long-term drifts; the short-term variation can be seen as high frequency noise (10Hz – 1 kHz), while the long-term drift varies from a few seconds up to 10 minutes. These fluctuations
can be minimized by using a closed loop feedback with a detector and steering mirror to compensate the drifting of the optical system.

In recent years, many approaches have been developed to solve this problem, mainly using a position sensitive detector (PSD, including quadrant photodiode) and a CCD camera to detect the shift of the beam position. The experiment is set up as in Figure 2.12, where a piezo-driven mirror is used to stabilize the pointing of the beam which comes from the second amplifier.

2.3.3.2. The stabilization system background:

With high sensitivity and fast frequency response (10 – 100 kHz), position sensitive detectors (PSD) are widely used with PID (proportional-integral-derivative) controllers to adjust the steering mirrors to stabilize the beam pointing. An early stabilization system, which was built by Breitling et al, used a 2 cm-diameter quadrant photodiode and a computer to reduce the fluctuations by 50% at a 20 Hz sampling rate [80]. In recent systems, Kanai has stabilized a 1 kHz pulse laser from 40 µm fluctuation to within 1 µm to feed a hollow fibre compressor [81]. The system used a two-dimensional PSD (Hamamatsu S1880) with an active area 12×12 mm with a signal processing circuit (including sample
and hold functions) and a PID controller to detect and stabilize the beam at a 100 Hz sampling rate. Although the experiment showed that long-term as well as short-term drifts could be minimized significantly, it is only suitable for a laser system with a small beam profile.

The other automatic alignment system which was built by Kral used two steering mirrors with two 3 mm quadrant photodiodes and a PC to stabilize the beam position of a 10 Hz pulse laser system [82]. The maximum error is 10% (0.5 mm) of the beam diameter (5 mm) which is too large. Furthermore, the system is relatively slow since it takes 3 seconds to sample and average 30 shots of laser pulses to calculate the beam position.

Newport also produces a beam position sensing detector which can operate as fast as 60 kHz, together with a fast steering mirror (FSM) controller, and this system can be used as a beam tracker and stabilizer [83]. However, the cost is relatively high (~$3000 for the detector and $7000 for the controller), and also the sensing area of the detector is only 9×9 mm which is too small for the laser system with large beam diameter in the CQOS laboratory.

Although laser beam position detectors that use position sensitive detectors and quadrant photodiodes have the advantage of high sampling rate and simple data processing, these detectors are suitable for a laser system with small beam diameter (less than 5 mm), or a focus lens is required (which introduces more error) due to the limiting size of the sensing area. Furthermore, the large beam profile and its high power causes the photodiode to saturate easily, making it difficult to track the position. In addition, the filter which converts the pulse signal to a DC signal introduces some noise to the stabilization process, and this problem is clearly seen in the previous controllers that were built.
On the other hand, with the development of the image capturing and processing system, CCD cameras are widely used to track and stabilize the laser beam pointing. Stalmashonak has developed a laser stabilization system using two lenses to create two separate images on a single CCD camera to control two piezoelectric mirrors [84]. The system operates at 1 Hz which only solves the long-term drift problem while the high frequency noise is still present. To process the image, a National Instruments (NI) Vision Toolkit provides intensive functions to calculate the centre of the laser beam precisely [85]. Combining with a NI Fuzzy Controller toolkit, Singh developed a laser stabilization system that operates at 30 Hz to reduce the fluctuations from ±60 µrad (±20 pixel) to ±5 µrad (±1 pixel) [86]. However, the fluctuations are still noticeable because the picomotors (New Focus, 8302) used for steering the mirrors, which are based on a turning screw and have uneven steps, cause an error to the feedback loop.

By integrating a high frame rate CCD camera with a new, powerful software algorithm, the beam pointing stabilization system for the HHG experiment has been proven to stabilize the laser pointing to less than 0.5 pixels, where the short-term and long-term drifts have been corrected with a sampling rate of 100 Hz.

\subsection{2.3.3.3. The stabilization system setup:}

The stabilization system consists of a steering mirror, a piezo motor driver, a camera and a computer that runs the program. The steering mirror (Thorlabs KC1-PZ piezoelectric mirror) is placed at the exit port of the first amplifier, which is controlled by the motor driver (Thorlabs MDT693). The laser beam after the second amplifier is sampled to illuminate on a screen, where the intensity is recorded by the camera (Basler scA640-120gc) and then sent to the computer which runs a LabView based stabilization program.
The laser spot on the screen captured by the camera is processed by the National Instruments Vision software package, in which the intensity profiles along the x and y directions are integrated and fitted with a Gaussian function to determine the beam’s centre with a frame rate up to 100 Hz. Then these centroids are compared with the expected values (in the middle of the camera) and the piezo motor’s steering angles are calculated by a PID algorithm. In addition to correcting the beam’s centre error to zero, the PID parameters are carefully optimized to minimize overshoot while maintaining a fast response of the piezoelectric mirror.
Figure 2.14: The interface of the beam pointing stabilization system.

2.3.3.4. The stabilization performance:

The performance of the beam pointing stabilization is shown in Figure 2.15, where data is recorded with and without the auto stabilization by the Basler camera for a period of 1.5 hours. As can be seen, without the stabilization, the beam’s centre has drifted about 6 pixels (corresponding to 300 µm or 2.5% of the beam FWHM diameter) in both the x and y directions. This beam continuously shifts throughout the day and without any adjustment, the drift can be as large as 30 pixels. However, the beam centre is locked to zero with an error of less than 0.5 pixels when the auto stabilization is turned on. For a long day operation, the
The system is able to lock the beam centre as long as the steering mirror is still within the operating limit.

Figure 2.15: The beam centre recorded by the stabilization camera without and with the stabilization over 90 minutes.

The performance of the beam pointing stabilization system is also confirmed by the stability of the high harmonic beam which is recorded by the CCD camera attached to the experimental chamber. In this stability experiment, a high harmonic beam is generated by the 810 nm driving laser with argon and then filtered by a 200 nm thick aluminum film. The beam profile of the high harmonic beam is shown in Figure 2.16, which is fitted to a Gaussian function and the peak (beam centre) coordinates are calculated. The data is recorded by the camera every 45 seconds at the same time as the data shown in Figure 2.15, and then the high harmonic beam centres are plotted in Figure 2.17.
Without the stabilization system, a drifting of the high harmonic beam in both x and y directions is clearly observed. Over 90 minutes, the beam centre has shifted about 10 pixels in both directions, which corresponds to ~135 μm movement, and will be worse for a longer experiment time. This shifting is significantly reduced by the stabilization system, which is only 7 pixels (95 μm) in the y direction and
3 pixels (40 µm) in the x direction. The beam centre will be locked at a predefined position as long as the piezo steering mirror is within the limit.

2.4. Generation of coherent, few harmonics XUV source

For the coherent diffractive imaging application, a narrow bandwidth source is desirable, which affects the achieved resolution of the reconstructed image. A single harmonic can be selected by a spectrometer or band pass mirror, but the transmission of the optics in the XUV range is low and hence limits the usable photon flux. Therefore, the generation of a bright few harmonic source, or even a single harmonic source, is a crucial requirement to increase the efficiency of the source.

High harmonic generation is a highly nonlinear process and is very sensitive to the experimental conditions. The conversion efficiency is influenced by many parameters that are linked together. Therefore, simply increasing the laser intensity or gas pressure does not result in increasing the high harmonic photon flux. In fact, the experimental parameters have to balance the phase matching condition, as well as other effects such as absorption [87], defocusing [88][89] and dephasing [41]. In order to generate a bright harmonic source around 30 nm, which is described in this dissertation, the influence of the harmonic intensity on the pressure and the interaction length is investigated to calculate an optimum value.

Following the Constant model, the intensity of the $q^{th}$ harmonic is given by [42][60]:

$$I_q \sim N_a A_q^2 \frac{1 + \exp(-2\alpha_q L) - 2 \exp(-\alpha_q L) \cos(\Delta k_q L)}{\alpha_q^2 + \Delta k_q^2} \quad (2.23)$$
where $\alpha_q$ is the absorption coefficient, $\Delta k_q$ is the phase mismatch, $L$ is the interaction length, $A_q$ is the atomic response of the $q^{th}$ harmonic and $N_a$ is the atomic number density. The phase mismatch can be simplified to two terms: one dependent (dispersion) and one independent (geometric) of the pressure [90]:

$$\Delta k_q = \Delta k_d + P\Delta k_d$$

(2.24)

where the geometry phase mismatch is positive and the combined dispersion phase mismatch (atom + plasma) is negative. Hence the dependence of the harmonic intensity on the pressure, interaction length and absorption coefficient can now be calculated.

2.4.1. Dependence of the harmonic intensity on pressure

To investigate the response of the harmonic intensity versus the change of the gas cell pressure, a high harmonic beam is generated with a 810 nm driving laser with argon in which the pressure is varied from 20 to 210 Torr. The driving laser intensity is adjusted by an aperture and the focus position is optimized near the exit hole inside the gas cell for maximum harmonic flux.

Figure 2.18: Spectrum of the HHG signal using argon at 70 Torr and a 810 nm laser, in which the harmonic orders are indicated.
A spectrometer and a camera are installed downstream from the experimental chamber to capture the spectrum of the HHG signal. A typical optimized spectrum is shown in Figure 2.18. With the pressure stabilization system, the gas cell pressure, which can be stabilized with an error < 1 Torr, is slowly increased and the change of the spectrum is recorded. This change is shown in Figure 2.19:

As seen in the figure, the highest intensities of the harmonics are generated with a pressure around 70 Torr, at which 3 major harmonics are generated around 30 nm (27th harmonic). To investigate the response of a single harmonic of interest, the response of the 27th harmonic versus pressure is shown in Figure 2.20. By using equation 2.23, this response is fitted as a function of the pressure, where the interaction length $L$, the absorption coefficient $\alpha_q$, and the phase mismatch...
coefficients $\Delta k_g$ and $\Delta k_d$ are constants. The fitting equation with the pressure $P$ is defined as:

$$F = \frac{1 + \exp(-2\alpha_q L) - 2 \exp(-\alpha_q L) \cos((\Delta k_g + P\Delta k_d)L)}{\alpha_q^2 + (\Delta k_g + P\Delta k_d)^2}$$

(2.25)

Figure 2.20: Dependence of the H27 intensity on pressure (red dots) and the fitted curved (blue line) with the shown fitting parameters. Each data point represents the integrated intensity over a short exposure time (0.01 s) and it has been averaged over the area that fully covers the harmonic spectrum on the CCD to minimize the noise and reduce the error in the fitting. The excellent fitting of the dependence of the harmonic intensity on pressure suggests equation 2.25 is a reasonable approximation of the harmonic intensity. Furthermore, from the fitting, experimental parameters can be determined. The atom absorption cross section of argon at 30 nm is 2.4 megabarns (Mb), which is consistent with the data given by Samson [91]. As can be seen, the H27 intensity increases as the HHG is phase-matched with the increase of pressure and reaches a maximum at a pressure around 70 Torr. At higher pressures, the absorption of the harmonic signal becomes dominant, and hence the harmonic intensity decays and no harmonic can be seen for pressures > 200 Torr. From the fitting (Figure

<table>
<thead>
<tr>
<th>Fitting parameters:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$ = 1.3 cm</td>
</tr>
<tr>
<td>$\alpha_q$ = 2.4 Mb</td>
</tr>
<tr>
<td>$\Delta k_d$ = $-237.7 \text{ p cm}^{-1}$</td>
</tr>
<tr>
<td>$\Delta k_g$ = 22.96 cm$^{-1}$</td>
</tr>
<tr>
<td>$R^2$ = 0.9969</td>
</tr>
<tr>
<td>$SSE$ = 0.0062</td>
</tr>
</tbody>
</table>
2.20), the interaction length is calculated as 1.3 cm and the geometric phase mismatch is positive, while the dispersion phase mismatch is negative as expected.

2.4.2. Dependence of the harmonic intensity on the medium length

A similar experiment is performed to investigate the dependence of the harmonic intensity on the medium length, where the pressure is fixed at 70 Torr and the laser intensity is optimized for maximum photon flux available. The focus position of the laser inside the gas cell is scanned by the motorized translation stage with a step size of 200 µm over a distance of 20 mm. Figure 2.21 shows the change of the HHG spectrum versus the increase of the medium length.

![Figure 2.21: Change of the HHG spectrum when the medium length is increased.](image)
As can be seen, the contribution of different harmonics to the spectrum can be changed by adjusting the medium length, in this case the focus position of the laser inside the gas cell. In addition, a narrow bandwidth source (3 harmonics) can be generated and a harmonic beam with wavelength around 30 nm (27th harmonic) can be enhanced by choosing an interaction length around 8 mm.

The response of a single harmonic can be further investigated by considering the phase-matching condition. From equation 2.23, the response of the harmonic intensity versus interaction length can be fitted to the following equation:

\[
F = \frac{1 + \exp(-2\alpha_q L) - 2 \exp(-\alpha_q L) \cos(\Delta k_q L)}{\alpha_q^2 + \Delta k_q^2}
\]  

(2.26)

Recall that \(\Delta k_q\) is the total phase mismatch, where the geometrical phase mismatch depends on the interaction length. Therefore, the total phase mismatch can be written as:

\[
\Delta k_q = L\Delta k_g + \Delta k_d
\]  

(2.27)

where \(\Delta k_g\) is the geometric phase mismatch constant (positive) and \(\Delta k_d\) is the dispersion phase mismatch constant (negative).

The dependence of the H27 intensity on the interaction length is shown in Figure 2.22, where the experimental data is shown as red dots and the fitted equation is shown as a blue line. As the interaction length increases, the harmonic intensity increases correspondingly in the phase-matched region. If the medium length is increased further, the harmonic intensity decreases because of the re-absorption effect. The fitted absorption coefficient \(\alpha_q = 2.5 \text{ Mb}\) is well matched with the value taken from the pressure dependence fit and the data in [91].
As a conclusion, the effective spectral range and the relative weight of single harmonic orders of the harmonic beam can be controlled by the phase-matching parameters. By an appropriate choice of species of gas, gas pressure, interaction geometry and position of the laser focus, the harmonic emission can be phase-matched and confined to just a few harmonic orders. Thus, the harmonic orders of the harmonic beam can be tailored according to the experimental requirements.

### 2.4.3. Spatial coherence property

The degree of spatial coherence is determined by performing a Young’s double slit experiment, in which the coherence property of the source is given by the visibility of the fringes on the interferogram recorded by the CCD:

\[
v = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} \tag{2.28}
\]

Fitting parameters:

\[\alpha_q = 2.5 \, \text{Mb}\]
\[\Delta k_d = -51.6 \, \text{cm}^{-1}\]
\[\Delta k_g = 13.1\]
\[R^2 = 0.9915\]
\[SSE = 0.052\]
where $I_{\text{max}}$ is the maximum intensity at the centre and $I_{\text{min}}$ is the intensity of the first minimum of the interference pattern. The source is perfectly coherent when $\nu = 1$. If the source consists of a few harmonics, then the degree of coherence is calculated by an average of all harmonics in the spectrum which contribute to the interference pattern.

The Young’s double slit (YDS) consists of two parallel 4 µm-width, 100 µm-height slits spaced by 20 µm. The YDS is placed before the spectrometer and the interference pattern is recorded by the CCD, in which the fringes are displayed in the y-direction while the harmonic orders are displayed in the x-direction. The YDS is illuminated by a few harmonic source, which is optimized around the 27th order (30 nm). Its interferogram is shown in Figure 2.23.

![Figure 2.23: Interference fringes of H27 (blue) and of all harmonics (red). The interferogram with the harmonic orders is shown in the inset.](image)

As can be seen, the high contrast of the fringes indicates a high degree of spatial coherence of the source. At the 27th harmonic, the degree of coherence is calculated to be 0.97. This degree of spatial coherence is sufficiently high for use in the
coherent diffractive imaging experiment. In practice, it is impossible to reconstruct an image with a degree of coherence lower than 0.5 [118], typically a good image can only be reconstructed with a coherent degree higher than 0.9.

2.5. Cut-off extension of high harmonic generation using infrared driving laser

2.5.1. Introduction

As mentioned in section 2.2, the maximum HHG energy of a single atom that can be achieved is given by: $\varepsilon_{\text{max}} = I_p + 3.17 U_p$, where the ponderomotive energy $U_p \propto I \lambda^2$, i.e., the cut-off depends on the laser intensity and the square of the laser wavelength. To effectively generate high harmonic radiation, the ionization fraction must be kept lower than a critical level, which is sensitive to the laser intensity. Therefore, simply increasing the laser intensity will not increase the HHG efficiency, since the phase-matching condition is broken when the ionization rate exceeds the critical value. On the other hand, the $\lambda^2$ dependence of the cut-off energy has motivated the development of HHG systems using an infrared driving laser [66][68][92]. The dependence of the photon energy on the driving laser wavelength is shown in Figure 2.23, which indicates a significant increase of the HHG energy with longer wavelengths [93]. As can be seen, the water window region (280 – 540 eV) can be generated in helium using a wavelength around 1400 nm, and even 1 keV is possible with longer wavelengths [28]. In this section, the generation of high harmonics in the water window region using a 1300 nm wavelength driving laser with helium is reported.
2.5.2. Experimental setup

To generate a laser in the infrared range, an optical parametric amplification (OPA) system using Bismuth Triborate (BIBO) crystal is employed, as shown in Figure 2.24:

Figure 2.24: Experimental setup of the generation of infrared laser using OPA.
In this experiment, the output of the two-stage amplified laser system (8 mJ pulse energy, 810 nm wavelength and 1 kHz repetition rate) is split to power the OPA and the power amplifier stage. Only 2.5 mJ of the 810 nm laser is fed to the OPA, which is a two-stage configuration and seeded by a white light continuum. The remaining 5.5 mJ is used to pump the amplifier stage, in which a 2 mm thick type II crystal with $\theta = 42^\circ$ in the x-z principal plane is used and seeded by the commercial OPA output. The resulting output is a 1300 nm laser with 4 mJ energy and the pulse duration is about 40 fs.

The same HHG experimental setup as described in section 2.3 is used, and helium with a pressure up to 5000 Torr is the gas target. The HHG beam is filtered by 300 nm thick aluminum and 300 nm thick silver foils to block the fundamental laser beam. The resultant beam is recorded by the spectrometer with a 1200 groves/mm grating, which is placed downstream from the vacuum chamber.

### 2.5.3. The XUV radiation in the water window region

The HHG spectra generated with different gas cell pressures are shown in Figure 2.25, in which a 20 s exposure time is used for each spectrum. At low pressures (< 2 atm), the HHG intensity is very weak and the beam is strongly diverged. The intensity is significantly increased around 5 nm and the beam profile is improved when the pressure is increased above 3 atm. The highest photon flux is observed with the pressure at 5 atm, at which a spectrum in the water window region (<4.4 nm) is clearly seen.
To verify the phase matching condition in the experiment, the dependence of the total HHG intensity on pressure is investigated. The inset shows the response of the high harmonic intensity versus increasing pressure, which can be well fitted with a quadratic function. We recall that in the equation for the harmonic intensity $I_q \propto P^2$, where $P$ is the pressure, can be proven in this case. With a higher pressure (> 5 atm), the harmonic intensity decreases due to the strong absorption of the medium.
Figure 2.26: XUV HHG beam profile generated in helium at 5 atm.

The highly collimated and good spatial profile characteristics of the HHG radiation is confirmed by a beam profile, as shown in Figure 2.26, which is recorded at a distance 1.8 m from the gas cell. The beam diameter is measured as 0.8 mm (FWHM) and the good Gaussian shape indicates that the short trajectories dominate in the HHG process. The phase-matched high harmonic radiation in the water window region by using the infrared laser generated by the high power OPA system with BIBO crystal is successfully demonstrated.
2.6. Studying the Cooper minimum with two-colour laser fields

2.6.1. Introduction

The theory of high harmonic generation consists of macroscopic and microscopic aspects. The macroscopic aspect includes the phase-matching condition of the harmonics with the driving field and the dependence of the harmonic spectrum and degree of coherence on the experimental parameters, which have been discussed already. On the other hand, the microscopic aspect is the single-atom response, where the high harmonic generation process can be described by the three-step model, in which the tunneling and recombination processes of the electrons can be analyzed to study the atomic and molecular dynamics [94][95].

High harmonic generation has been widely favoured as a tool for studying the structure of atoms and molecules, because of the ability to produce short wavelength light with ultrashort pulse duration [36][38]. One interesting phenomenon is the Cooper minimum, which is the minimum intensity of the high harmonic spectrum and remains independent of the driving laser intensity and wavelength [96][97][98]. In fact, this minimum relies solely on the internal structure of the atoms and molecules; hence the information of the electrons’ orbitals and dynamics can be studied by analyzing the Cooper minimum in the HHG spectrum. The Cooper minimum of argon has been found to be around 50 eV [97] and krypton is 90 eV [99]. This minimum occurs in the photoionization when one transition dipole moment changes sign when the others are small. Thus the minimum in the spectrum originates from the zero matrix element between the $d$ and $s$ continuum waves and the $3p$ ground state. Since photoionization is the inverse of the recombination matrix element, which is one stage of the three-step model of the HHG process, the Cooper minimum is also related to the high
harmonic emission of a single atom. However, to fully understand the HHG process, propagation and absorption effects need to be taken into account, which is the phase-matching condition described in section 2.2. Therefore, the appearance of the Cooper minimum is also affected by the phase-matching condition [100]. In this section, the phase-matching condition is modified by adding a weak 800 nm field to the 1400 nm driving laser field. By delaying the 800 nm field, the temporal overlapping between the two fields and thus the atomic dipole phase can be controlled in the HHG process, so that the visibility of the Cooper minimum can be enhanced.

2.6.2. Experimental setup and results

The experimental setup for the two-colour laser field high harmonic generation is shown in Figure 2.27. A 1.6 mJ, 1400 nm laser beam from the OPA, which was described in section 2.5.2, is used to generate the harmonic, whereas the weaker 0.4 mJ, 800 nm laser beam is used as the control field as the intensity is too weak to ionize the gas. Two laser fields are collinearly focused into an argon gas cell, in which the focus position is placed near the exit hole of the gas cell. In addition, the 800 nm laser beam is guided through a motorized delay stage with a step resolution of 25 nm.
At first, the delay is set to -350 fs, where the 800 nm field is completely in front of the IR field to ensure there is no contribution of the 800 nm field to the high harmonic generation process. The harmonic beam is optimized at a pressure of 250 Torr; in addition, spectra of the harmonic signal are also recorded at 150 Torr and 350 Torr, as shown in Figure 2.28. As clearly seen, in the phase-matched spectrum at 250 Torr, the Cooper minimum is visible at around 52 eV, which is consistent with previous studies. The excellent Gaussian-fitted beam profile of the harmonic beam indicates that a high spatial coherence is achieved, which originates from the dominance of the short electron trajectory in the generation process. At the other pressures, the shape of the spectrum is dramatically changed and the Cooper minimum is very hard to observe. Therefore, the visibility of the Cooper minimum is strongly dependent on the phase-matching condition of the harmonic generation process.
The phase-matching condition is now modified by adding the 800 nm field, which results in a change of the dipole phase-matching term. The delay stage is set to -30, 0 and +30 fs relative delay between the two fields, where a positive delay means the IR field precedes the 800 nm field and zero delay means the two pulses are temporally overlapped. The weak field cannot generate harmonics by itself, but in fact modifies the electron trajectories excited by the IR field. Therefore, different harmonic spectra and harmonic beam profiles are observed, as shown in Figure 2.29.
By adding the weak 800 nm field, the shapes of the spectra are completely changed (compared to the IR field alone), in which even harmonics and a continuum spectrum are observed. This is due to the fact that the symmetry of the driving laser field is broken and the electron trajectories are highly modified by the external field. In addition, the Cooper minimum is easier to observe in all cases. As expected, although the spectrum shapes are changed with various delay and pressure values, the Cooper minimum almost remains at the same value, around
52 eV as in previously found, which indicates the minimum value is independent of the phase-matching condition. The beam profile of the harmonic beam is also shown in the inset of Figure 2.28 b), where distortion of the beam profile is observed. This is due to interference of the electron trajectories by the modification of the driving electric field. By changing the time delay between the two laser fields, the electric field of the driving laser is modified differently, which results in different dipole phase mismatches as well as the high harmonic spectrum.

As a conclusion, by adding a weak 800 nm field to the 1400 nm driving laser field, the appearance of the Cooper minimum in the generated harmonic spectrum can be enhanced. By changing the phase-matching condition with different gas pressure and delay between the two fields, the harmonic intensities on both sides of the Cooper minimum can be changed to improve the visibility, which is desirable for studying atomic structures.
Chapter 3

Theory of Coherent Diffractive Imaging

3.1. Introduction

Since the first demonstration by J. Miao in 1999 [17], Coherent Diffractive Imaging (CDI) has been widely developed to study nanostructures, such as nanocrystals and biological samples. With the ability to provide a high resolution image on the nanometre scale without the need for an optical lens, CDI has found vast potential in many disciplines since this method overcomes the manufacturing limit of x-ray optics. Recently, CDI experiments have been successfully demonstrated using synchrotron sources [19][21][101][26], x-ray free electron lasers [20][102][103], soft x-ray lasers [104][105][106] and high harmonic generation [39][40][25]. A general CDI experiment is shown in Figure 3.1, where the sample is illuminated by a coherent light source and the diffracted intensities are recorded by a far-field detector. Based on diffraction theory, the image of the sample can be reconstructed from the diffraction data by a phase retrieval algorithm.

![Figure 3.1: The general CDI experiment geometry.](image)
The CDI technique is extremely useful for imaging the internal structures of biological samples, compared to electron microscopy, since x-rays have a much greater penetration depth than electrons. Especially in the “water window” region (280 – 540 eV), CDI has the great advantage of obtaining high contrast images of a sample from the different K-absorption edges of carbon and oxygen atoms, as shown in Figure 3.2. Furthermore, a biological sample can be imaged under wet conditions rather than in the dried form, which opens the possibility of live-cell imaging.

Figure 3.2: Penetration depth of x-rays and electrons in protein and water molecules. The “water window” is formed by the different absorption edges of carbon (mainly in protein) and oxygen (mainly in water)[107].

In this chapter, some background and theory of CDI is described, including the diffraction theory, the oversampling technique, the phase retrieval algorithm and the experimental requirements. The limitations and some strategies to increase the resolution are also discussed.
3.2. Diffraction theory

Diffraction is one of the most interesting phenomena of light and has been intensively studied using the wave theory by scientists since the 17th century [108][109], and a more definitive study was described by Fresnel in 1815 [110]. In this theory, the diffracted electric field of a sample illuminated by a coherent plane wave at a distance screen is approximated by:

\[
E_i(x, y, z) = \frac{\exp(ikz)}{i\lambda z} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_0 \exp \left( \frac{ik}{2z} \left( (x_i - x_0)^2 + (y_i - y_0)^2 \right) \right) dx_0 dy_0 \quad (3.1)
\]

where \(E_0, x_0, y_0\) and \(E_i, x_i, y_i\) are the electric fields and coordinates in the sample plane and detector plane, \(z\) is the propagation coordinate \((z = 0\text{ at the sample plane})\) and \(k = 2\pi/\lambda\) is the wave vector. As \(E_0\) is the electric field after propagating through the sample, it can be also referred to as the “exit surface wave field”, which contains information on the structure of the sample.

![Figure 3.3: General CDI geometry, where \((x_0, y_0)\) represents the sample plane and \((x_i, y_i)\) represents the detector plane. The illuminating source propagates in the positive \(z\) direction.](image-url)
This approximation is valid as long as the size of the sample (D) and the distance between the sample and detector (d) are much larger than the wavelength of the light (D, d ≫ λ).

The exponential term in equation (3.1) can be expressed as:

$$\exp\left(\frac{ik}{2\pi}(x_i^2 + y_i^2)\right) = \exp\left[\frac{ik}{2\pi}(x_i^2 + y_i^2)\right] \exp\left[-\frac{ik}{2\pi}(x_i x_0 + y_i y_0)\right]$$  \hspace{1cm} (3.2)

and hence equation (3.1) is re-written as:

$$E_i(x, y, z) = \exp\left(\frac{ik}{i\lambda z}\right) \int_{-\infty}^{\infty} E_0 \exp\left[\frac{ik}{2\pi}(x_0^2 + y_0^2)\right] \exp\left[-\frac{i2\pi}{\lambda z}(x_i x_0 + y_i y_0)\right] dx_0 dy_0$$  \hspace{1cm} (3.3)

As can be seen, the integration is similar to a Fourier transform operation, and the equation can be expressed in terms of the Fourier transform operator $\mathcal{F}$:

$$E_i(x, y, z) = \exp\left(\frac{ik}{i\lambda z}\right) \exp\left[\frac{ik}{2\pi}(x_i^2 + y_i^2)\right] \mathcal{F}\left\{E_0 \exp\left[\frac{ik}{2\pi}(x_0^2 + y_0^2)\right]\right\}$$  \hspace{1cm} (3.4)

If the distance z is much larger than the size of the sample (z ≫ k(x_{\text{max}}^2 + y_{\text{max}}^2)/2), and hence $\exp\left[\frac{ik}{2\pi}(x_0^2 + y_0^2)\right] \approx 1$, the diffraction equation can be simplified to a far-field Fraunhofer approximation:

$$E_i(x, y, z) \approx \exp\left(\frac{ik}{i\lambda z}\right) \exp\left[\frac{ik}{2\pi}(x_i^2 + y_i^2)\right] \mathcal{F}\{E_0\}$$  \hspace{1cm} (3.5)

As a result, the diffracted field at the detector can be approximated as a two-dimensional Fourier transform of the exit surface wave field at the sample plane. This is the principle of coherent diffractive imaging, where the simulation and reconstruction processes can be implemented using a Fast Fourier Transform.
(FFT) operator. The spatial frequencies of the diffraction at the detector are given by [111]:

\[
\Delta k_x = \frac{x_i}{\lambda z} \quad \text{and} \quad \Delta k_y = \frac{y_i}{\lambda z} \quad (3.6)
\]

As long as the Fraunhofer approximation is valid, increasing the distance \( z \) will result in scaling-up the diffraction without changing the patterns. A similar observation can be seen when varying the wavelength of the source, as the shorter wavelength tends to compress and the longer one tends to expand the diffraction pattern.

### 3.3. Oversampling requirement

As stated in equation (3.5), the diffraction field at the detector plane is the Fourier transform of the exit surface wave at the sample plane. Therefore, one can use the inverse Fourier transform to obtain a “shadow” (and hence the structure) of the sample if the diffraction field is measured. However, only the intensity of the diffraction field can be recorded by the detector (usually a CCD camera):

\[
I(x_i, y_i) = |E_i(x_i, y_i)|^2 \quad (3.7)
\]

Since all the phase information is lost, it is not possible to recover the structure of the sample directly using an inverse Fourier transform operator. In 1952, Sayre [112] suggested that the phase information can be recovered if the diffracted intensity is sampled at a sufficient rate. According to the Nyquist sampling theorem, the diffraction data must be sampled at a higher rate than the spatial Nyquist frequency; this is called oversampling. In this case, the number of unknowns (phase) is less than the number of known variables (magnitude). An
oversampling ratio, $\sigma$, has been introduced by Miao [23] to determine how many known pixels are enough to recover the phase information:

$$\sigma = \frac{\text{total pixel number}}{\text{unknown pixel number}}$$

(3.8)

To satisfy the oversampling requirement, i.e., $\sigma > 2$, the number of known pixels can be increased by padding zero-value pixels surrounding the object, or isolating the object in a big enough empty space. A region in which the object is non-zero is called the support, and clearly the size of the support must be less than half of the total detector size in each dimension. The support is also referred to as a priori in the reconstruction algorithm, which is described later in this chapter.

3.4. Phase retrieval algorithm

The first idea of a phase retrieval algorithm was proposed by Gerchberg and Saxton [113] and later improved by Fienup, with an Error Reduction (ER) and Hybrid Input Output (HIO) algorithms [114][22]. The principle of the phase retrieval algorithm is shown in Figure 3.4:
Generally, the phase retrieval algorithm consists of four basic steps:

1) The sample’s image is initialized with a random guess, or a support image as a priori information: \( g(r) \).

2) The magnitude and phase at the detector plane is calculated by taking a Fourier transform of the initialized sample image as described by equation (3.5), which can be performed easily using a FFT operator in the computer:

\[
G(u) = \mathcal{F}\{g(r)\} = |G(u)| \exp(i\Phi) \tag{3.9}
\]

3) The magnitude \(|G(u)|\) is replaced by the Fourier modulus (square root of the diffraction intensity recorded by the detector \(I(u)\)). Then the new sample’s image in real space is calculated by taking an inverse Fourier transform of the updated \(G(u)\):
$$g'(r) = F^{-1}\left\{\sqrt{I(u)} \exp(i\Phi)\right\} \quad (3.10)$$

4) A support constraint is applied to the image from step 3 to obtain the updated sample’s image, including the ER and HIO algorithms.

The ER is the basic algorithm which is based on the assumption that the object is of finite size and isolated in empty space. A support constraint $S$ is chosen to be the approximate size of the object, and in each ER iteration the new image is updated by:

$$g_{k+1}(r) = \begin{cases} g'_k(r) & \text{if } r \in S \\ 0 & \text{if } r \notin S \end{cases} \quad (3.11)$$

In short, the ER operation sets all the intensities outside the support to zero while it keeps the intensities which are inside. To achieve a good result and a fast convergence, a tight support is required which is very close to the size of the object. Although ER helps to clean up the noise around the object, the operation may stagnate at a local minimum and prevent further converging.

On the other hand, the HIO operation overcomes the problem of stagnating at a local minimum by introducing feedback of the previous reconstructed image to the current image. This operation can be expressed as:

$$g_{k+1}(r) = \begin{cases} g'_k(r) & \text{if } r \in S \\ g'_k(r) - \beta g_k(r) & \text{if } r \notin S \end{cases} \quad (3.12)$$

The feedback parameter $\beta$ is chosen to be around 0.9, and in a special case when $\beta = 1$ the HIO operation reduces to the ER operation as described. By allowing non-zero amplitudes outside the support, the HIO algorithm helps to escape the local minima when the ER cannot find any solution. Therefore, combining HIO and ER is an effective method in the phase retrieval process, where the HIO
operation ensures finding a solution and the ER helps to clean up the noise around the object afterwards.

The phase retrieval process is repeated again from step 2 for a finite number of iterations until the quality of the updated sample’s image satisfies the requirement. During the reconstruction process, an error metric can be estimated by calculating the differences between the measured intensity and the reconstructed intensity of the diffraction:

$$\chi^2 = \frac{(\sqrt{|I(u)|} - \sqrt{|G(u)|})^2}{|G(u)|}$$  \hspace{1cm} (3.13)

This error metric is useful since the performance of the reconstruction can be evaluated and the combination of the HIO and ER can be optimized to increase the speed and the quality of the reconstructed image. A standard “recipe” for a normal reconstruction consists of alternate groups of hundreds of ER iterations followed by ~100 HIO iterations and the final image is cleaned up by the ER operation.

Although the combination of the HIO and ER algorithms has proven to effectively reconstruct the sample’s image from its diffraction pattern, a knowledge of the support size is required before reconstruction. This size can be retrieved from the speckle of the diffraction pattern, or from the autocorrelation of the diffracted intensities, which is based on the fact that the autocorrelation size is exactly twice the size of the object. However, a tight support helps the reconstruction process to converge faster and a good approximate support can be constructed after a few HIO iterations at the start of the reconstruction, where a rough estimated shape of the object begins to form. Another method, the so-called “shrink-wrap algorithm”, has been developed to eliminate the need for prior knowledge of the sample’s size and the support is determined and updated during the
reconstruction process [115]. In this method, an initial support is derived from the
diffraction pattern’s autocorrelation or from an arbitrary shape. After 50 - 100
iterations, a new support is calculated by filtering the reconstructed image with
a Gaussian filter and then thresholding the consequent image. The threshold is
chosen between 10% - 20% of the maximum intensity and the standard deviation
width of the Gaussian filter is decreased throughout the reconstruction as the
shrink-wrap algorithm tends to enlarge the object. On the other hand, this method
does not work well with smooth edge objects since the support is tighter and
thresholding removes the low intensity part of the object.

3.5. Experimental requirements of CDI

In order to achieve a high quality reconstructed image, some crucial requirements
of the experiment have to be considered, including the geometric experimental
setup (such as the distance between the sample and detector, and the size of the
sample and the detector) and the quality of the source (such as the degree of
coherence, the brilliance and the source’s stability).

3.5.1. The experimental geometry

To satisfy the far-field approximation in equation (3.5), the detector has to be
placed at a large distance from the sample, so that the following requirement is
met:

\[ z \gg \frac{D^2}{\lambda} \]  \hspace{1cm} (3.14)

where \( z \) is the distance between the sample and detector, \( D \) is the sample
dimension and \( \lambda \) is the wavelength of the source. For a sample with a maximum
dimension of 10 \( \mu \)m illuminated by a 30 nm wavelength source, a reasonable long
distance should be greater than 3 cm (about 10 times $D^2/\lambda$). Furthermore, a sufficient oversampling ratio must be satisfied to reconstruct a high resolution image. Recalling equation (3.8), the oversampling requirement also means the sample must be isolated in the middle of a large “black” plane, where there is no transmission of x-rays, to prevent noisy scattering of photons into the detector. Furthermore, the oversampling ratio must satisfy the following relationship:

$$O = \sqrt{\sigma} = \frac{2\lambda}{pD} \geq \sqrt{2}$$

(3.15)

where $p$ is the pixel size of the detector. This requirement can be met by using a detector with a smaller pixel size, or placing the detector further away from the sample.

3.5.2. Requirements of the source

In general, a good CDI experiment requires a high degree of spatial and temporal coherence of the source, since the contrast of the fringes in the diffraction pattern decreases as the degree of coherence degrades. The spatial coherence length ($\ell_s$) should be larger than the illuminated size on the sample, as follows:

$$\ell_s \geq O \, D$$

(3.16)

For a temporal coherence length $\ell_t$, this requirement is given by [116]:

$$\ell_t = \frac{\lambda^2}{2\Delta\lambda} \geq \frac{OD\lambda}{2r}$$

(3.17)

where $\Delta\lambda$ is the spectral width at the wavelength $\lambda$ and $r$ is the desired resolution of the reconstructed image. This means that the resolution of the reconstructed image depends strongly on the temporal coherence length of the source and the oversampling ratio of the diffraction pattern. Furthermore, the intensity variation
of the source across the sample should be considered, and the effect of non-uniform illumination can be minimized by using a sufficiently large beam on a small sample. A typical CDI experiment may run for many hours, and hence the stability of the source is crucial to obtain reliable and consistent data; therefore a decrease in the intensity and drift in the beam position should also be monitored and adjusted.

### 3.5.3. Requirements of the detector

A high resolution image requires sufficient data to be collected at high diffraction angles; however as the intensity drops quickly at higher frequency, the high angle diffraction patterns always suffer background noise and are difficult to capture. To prevent unwanted noise, the CDI detector must be shielded by a completely “black” enclosure to avoid any environment light and a large sample plane is required to prevent scatter of the x-ray beam inside the experiment chamber. Furthermore, the detector should be operated at a low-noise mode (such as deep cooling) to minimize “dark counts” due to thermal noise. A high dynamic range of the detector is also required to sufficiently resolve the patterns at high angle. For a sample in which a larger dynamic range of the diffraction pattern is required, a beam stop can be used to block the high intensity region in the centre of the diffraction pattern and allow the high angle data to be captured. However, special treatment is required to assemble a full diffraction pattern and this method is described in section 5.5.4.

In addition, a detector with a homogenous thermal background is required to produce a smooth diffraction pattern, in which the noise is distributed uniformly across the area of the detector. A sudden change of background level may cause artifacts in the reconstructed image and hence reduce the achieved resolution.
3.6. Resolution

Theoretically, the resolution limit of a CDI experiment is only limited by the wavelength of the illuminating source, which is given by the Rayleigh criterion:

\[ r = \frac{0.61 \lambda}{NA} = \frac{1.22 \pi \lambda}{pN} \quad (3.18) \]

where \( p \) is the pixel size of the detector and \( N \) is the dimension of the detector in pixels. However, in practice this resolution limit is dominated by the highest angle diffraction data that can be collected by the detector, which relates to how good is the signal to noise ratio (S/N) of the captured diffraction pattern, how big is the detector size and how large is the dynamic range that can be achieved. A common way to determine the resolution of a reconstructed image is to use the knife-edge method, in which a line profile is recorded across the transition from dark to light at the edge and the resolution is the width of 10% - 90% of maximum intensity. This method works best with a sample which has a sharp edge and the size of the feature is known beforehand; hence this method can be used to quickly estimate the resolution of the experiment using a test object. A more general resolution measurement is to use a phase retrieval transfer function (PRTF), which is defined by [117]:

\[ PRTF(q) = \frac{|F(q)|}{\sqrt{I(q)}} \quad (3.19) \]

where \( F(q) \) is the Fourier transform of the final reconstructed image and \( I(q) \) is the measured diffraction intensity. This function is plotted along the spatial coordinate \( q \) and the resolution is determined when the PRTF reaches a 1/e (~37%) threshold.
Although synchrotron and free electron laser sources can provide x-ray radiation with sub-nanometre wavelength, the best achieved resolution for a biological sample is still in the sub-10 nanometre range. This limitation is mainly due to damage of the biological molecules under the intense x-ray radiation. By using an ultra-short x-ray pulse (~10 fs), a diffraction pattern can be created before damaging the sample, so called “diffraction before destruction” scheme, which has recently been implemented in CDI experiments using a free electron laser source [102][103].

3.7. Simulation of the effects of experimental aspects on the reconstructed image

To visualize the effects of the different experimental parameters on the image reconstruction process, simple sample images are simulated with different diffraction data size, dynamic range and noise levels. The ‘SWIN’ sample and spheres sample with their diffraction patterns are shown in Figure 3.5. The images and the data sizes are 1024×1024 pixels, in which the diffraction pattern is displayed on a log scale with a ~10 orders of magnitude dynamic range. The spheres sample consists of a large square of transmission area and some spheres with different diameters, which simulates a real-world CDI experiment with a biological-like object deposited on a transmission membrane.
Figure 3.5: SWIN sample (a) and its simulated diffraction pattern (b). Spheres sample (c) and its simulated diffraction pattern (d).

If the diffraction patterns with a 16-bit dynamic range (~4.5 orders of magnitude) are cropped at 50%, i.e., if the high angle data is missing, the effect on the reconstruction is shown in Figure 3.6. The reconstruction is performed for 1500 iterations as described in section 3.4. The reconstructed images are enlarged to reveal the details of the letters in the SWIN sample (3.6 b) and spheres inside the square (3.6 e), where the resolutions (10% - 90% knife edge test) are 4 pixels and 5 pixels. The resolution is reduced as expected.
The other parameter that affects the reconstruction performance is the dynamic range of the diffraction pattern. By scaling the diffraction pattern and then thresholding to a typical noise level, the missing high angle problem due to the limitation of the detector can be simulated. Figure 3.7 shows the diffraction patterns of the SWIN sample with a 16-bit and 10-bit dynamic range, which corresponds to 4.5 and 3 orders of magnitude, respectively.
Figure 3.7: SWIN diffraction patterns with 4.5 (a) and 3 (d) orders of magnitude dynamic range with their respective reconstructed images (b) and (e). The knife-edge profiles of the red lines are shown in (c) and (f).

As shown in Figure 3.7 b) the diffraction with 4.5 orders of magnitude (16-bit similar to the CCD dynamic range) is sufficient to reconstruct a good SWIN image with the resolution of 2 pixels. When the high angle data is missing, the reconstructed image is more blurry and hence the resolution is decreased to 4 pixels, as shown in Figure 3.7 e).

On the other hand, it is more difficult to reconstruct a good spheres image from a 16-bit diffraction pattern, as shown in Figure 3.8 b). Since the intensity of the diffraction pattern is dominated by the large transmission square, the diffraction due to the spheres is very limited and hence most of the high angle data is lost.
Therefore, the reconstructed image is very blurry and the spheres are hardly recognized with the resolution is about 14 pixels.

Figure 3.8: Spheres sample diffraction patterns at 4.5 (a) and 7 (d) orders of magnitude dynamic range with their respective reconstructed images (b) and (e). The knife-edge profiles of the red lines are shown in (c) and (f).

When the diffraction pattern is scaled to 7 orders of magnitude (Figure 3.8 d), more high-angle data created by the spheres can be seen and as a result, a better image with finer detail is reconstructed (Figure 3.8 e) and the resolution is now about 5 pixels. In practice, this high dynamic range can only be achieved by using a beam stop to block the centre region, which allows the high-angle data to be collected and then the final diffraction pattern is combined from the low-
angle and high-angle data. Only a single diffraction pattern captured by the CCD is not enough to reconstruct a good image of this kind of sample.

The next simulation is to investigate the effects of noise on the reconstructed images. A random noise is added to the 16-bit (4.5 orders of magnitude) SWIN diffraction pattern before the reconstruction is performed, in which the maximum amplitude is 10 and 30, corresponding to a S/N ratio of 76 dB and 66 dB, respectively. The reconstructed images are shown in Figure 3.9:

![Figure 3.9: Reconstructed images from the SWIN diffraction pattern with a S/N of 76 dB (a) and 66 dB (b).](image)

For the sphere sample, a noise level of 10 and 50 is added to a 7 orders of magnitude diffraction pattern, which yields a S/N of 120 dB and 106 dB, respectively. The reconstructed images are shown in Figure 3.10.

As expected, the diffraction pattern which has a higher signal to noise ratio produces a smoother reconstructed image. A higher S/N ratio is required for the reconstruction of the spheres sample which is at least 120 dB to produce a good image, while the SWIN sample only needs around 76 dB. From these simulations,
the crucial requirement to achieve a high quality image is to ensure not only sufficient high angle data, but also a high value of the signal to noise ratio.

![Reconstructed images from the spheres diffraction pattern with a S/N of 120 dB (a) and 106 dB (b).]

3.8. Conclusions

The history and relevant theory of coherent diffractive imaging have been investigated, including diffraction and sampling theory. By using a Fourier transform operator, the relationship between the diffraction pattern and the “shadow” image of the sample can be described. Since only the magnitude of the Fourier transform can be recorded, an iterative phase retrieval algorithm must be employed to recover the structure of the sample. In order to obtain a high resolution reconstructed image, several experimental requirements need to be satisfied, such as the quality of the source, the geometrical setup and the oversampling ratio. In the following chapter, more details of the CDI experiment using high harmonic generation are presented.
Chapter 4

Coherent Diffractive Imaging with a Transmission Sample

4.1. Overview of the experiment

Compared to CDI using synchrotron and free-electron laser sources, a table-top CDI using a high harmonic generation (HHG) source requires only a small laboratory scale setup, and also provides a high degree of spatial and temporal coherence. Using a 32 nm-wavelength high-harmonic beam for CDI, a single-shot spatial resolution of 78 nm has been achieved [118]. When a source at a wavelength of 13 nm is used a resolution of ~25 nm (~ 2λ) has been achieved with an exposure time of 30 s [40]. A single harmonic can be selected by using optical elements such as narrow-bandwidth multilayer mirrors but a significant loss of total harmonic intensity is incurred. Previous work in our laboratory has shown that it is possible to use a well characterized large bandwidth harmonic source for reduction of exposure time in a CDI experiment with a spatial resolution of ~ 150 nm [25]. Higher resolution using an isolated harmonic source has also been demonstrated. We have recently reported that a resolution of ~100 nm for a periodic sample image can be achieved from a 300 s integration-time diffraction pattern obtained with a few high-harmonic order source around 30 nm and a sample size of ~15 μm [30]. The size of the HHG beam at the sample spot was usually > 1 mm and therefore the effective photon flux for illumination of a micron-scale sample was also low. By using XUV focusing mirrors, a single harmonic beam can be confined to a smaller area that is comparable to the size of the sample. As a result the total photon flux through the sample is increased
by more than an order of magnitude and hence the exposure time needed to capture a full dynamic range diffraction pattern can be significantly reduced.

In this chapter, a spatial resolution of ~ 45 nm for a small size (3.5 μm x 3.5 μm) and a larger size (7 μm x 7 μm) sample image is demonstrated. A short exposure time of ~ 2 s can be achieved by using a focusing mirror with a narrow-bandwidth HHG source around 30 nm. By using two different size samples, the effect of different ratios of beam size to sample size are examined and this needs to be considered in order to obtain a high quality reconstructed image, where the plane-wave field and an additional phase correction need to be used in the reconstruction.

4.2. Experimental setup

A 1 kHz, 800 nm multi-pass, multi-stage, chirped-pulse amplifier laser system, which produces 30 fs pulses with an energy ~ 2 mJ is used in this experiment, as shown in Figure 4.1. The detailed experimental configuration and the optimization of the HHG is described in chapter 2. We have previously verified that the extreme-ultraviolet emission scales quadratically with gas pressure and interaction length, demonstrating that the target is operating in the phase-matched regime. In order to block the fundamental driving laser and also its scattering into the detector the high harmonic beam passes through several pinholes with diameter < 2 mm and a 200 nm-thick aluminium filter which has a 60% transmission in the wavelength range 17 – 60 nm. The effect of the aluminium oxide layers formed on both surfaces is very small and can be neglected. For an estimation, a typical thickness of a passivation layer of aluminium oxide is about 4 nm and its transmission at 30 nm wavelength is 90% [125]. The HHG radiation is reflected by an XUV plane mirror and a 10 cm-radius
focusing mirror in a Z-configuration to obtain a good focusing spot. The astigmatism of the focusing mirror is minimized since the reflection angle (~ 10°) and the HHG beam size (~ 2 mm) are small and the focus length (10 cm) is not too short. A deep-cooled 16-bit resolution CCD camera (Princeton Instruments PIXIS 2048 x 2048) with 13.5 x 13.5 μm pixel size is placed behind the sample to capture its diffraction pattern. The camera is cooled to -40°C to minimize thermal noise when taking diffraction data. The whole CDI apparatus downstream from the gas cell through different pumping stages is placed inside a vacuum chamber, in which the pressure is maintained at 10⁻⁵ Torr.

Figure 4.1: The tabletop CDI experiment using a high harmonic generation configuration. A laser beam is focused into an argon gas cell, then the generated harmonic beam is filtered by pinholes P₁, P₂, P₃ and an aluminum filter F₁. A single harmonic is selected and focused by XUV mirrors M₁ and M₂, and the diffraction pattern of the sample is captured by the CCD.

Two samples with dimension 7 μm x 7 μm (large sample) and 3.5 μm x 3.5 μm (small sample) are mounted in a motorized sample holder. The distance from the sample to the detector is optimized to achieve a sufficient oversampling ratio for easy reconstruction but still to produce a high resolution image. In this
experiment, the sample-detector distance $z$ is chosen to be 3.5 cm, which satisfies the far field requirement $\left( z \gg \frac{p^2}{\lambda} \right)$, and leads to an NA of approximately 0.38 and a theoretical resolution of $\delta = 0.61 \frac{\lambda}{NA} = 46$ nm (Rayleigh criterion). On the other hand, the oversampling ratios for the large and small sample are:

$$O_L = \frac{z\lambda}{pD_L} = 11 \quad \text{and} \quad O_S = \frac{z\lambda}{pD_S} = 22$$

where the distance between the sample and detector $z = 3.5$ cm, wavelength $\lambda = 30$ nm, pixel size $p = 13.5$ $\mu$m, large sample dimension $D_L = 7$ $\mu$m and small sample dimension $D_S = 3.5$ $\mu$m. These high values of oversampling ratio ensure the reconstruction of the sample images is practical and feasible.

4.3. **Enhancement using narrow bandwidth reflective and focusing mirrors**

By using narrow bandwidth reflective and focusing mirrors, a single harmonic can be selected and confined to a tiny area which is comparable to the sample size, thus increasing the effective photon flux and reducing the required acquisition time. The mirrors used in the experiment are Optix Fab multilayer Mo/Si mirrors with 2 nm bandwidth and 35% reflectivity at 30 nm. From an incident HHG beam with a diameter of ~ 2 mm, a fine focus spot (~ 5 $\mu$m) is obtained by using a 10 cm focal-length focusing mirror. As a result, the effective photon flux is increased by more than an order of magnitude and thus the required acquisition time is significantly reduced.
The spectrum of the HHG source is measured by an XUV grazing incidence diffraction spectrometer with a 300 grooves/mm grating, which is placed downstream in the experimental chamber. As shown in Figure 4.2, a single harmonic at around 30 nm (27th harmonic) is isolated while the contributions of the two neighbouring harmonics are negligible, yielding a small bandwidth source ($\lambda/\Delta\lambda > 250$). As a result, the wave field which illuminates the sample can be approximated as a monochromatic source and hence the diffraction pattern can be estimated from the magnitude of a single Fourier transformation of the sample’s image.

In order to determine the beam profile around the focus point, a diffraction scanning experiment with two 5 x 200 $\mu$m slits in an X-Y configuration is performed. As the slit is scanned across the beam, the intensity profile of the beam is extracted directly from the diffractive intensity which is recorded in the CCD camera.
The beam profile of the HHG beam along the x-axis around the focus point (± 2.5 mm) is shown in Figure 4.3a, which indicates a focus size of ~7 μm (FWHM). At the distances ± 1.5 mm and ±2.5 mm, the respective beam profiles are 15 and 25 μm. A similar result is obtained with a scanning experiment along the y-axis, indicating a good focusing geometry and an even intensity distribution in the focus beam. The excellent beam profile after focusing is also confirmed by the captured intensity using the CCD camera (shown in Figure 4.3b), for which the intensity profile fits nicely with a Gaussian function (R² = 0.997, SSE = 0.04).

By placing the sample at a closer distance relative to the focus point, a higher effective photon flux is obtained. However, reducing this distance leads to a reduction in the quality of the diffraction pattern because of the curvature of the wave field and the non-perfect focus spot. This problem is discussed later in this chapter.
4.4. Measuring the HHG spectrum from the diffraction pattern of a multi-pinhole array sample

In order to successfully reconstruct the image in a CDI experiment, a narrow spectrum and a high degree of coherence of the source must be ensured and these measurements require the installation of a spectrometer. However, it is difficult to use a spectrometer to check the spectrum of the source and to capture the sample’s diffraction under the same experiment conditions. A novel technique is applied to deal with this challenge, in which the source’s spectrum is determined by analysing the diffraction pattern of a predefined sample. In this experiment, a sample consisting of a 6 μm x 6 μm array of pinholes, which are milled on a Si₃N₄ membrane, as shown in Figure 4.4a, is used to determine the source’s spectrum from its diffraction pattern. Each pinhole is 180 nm wide in diameter and the distance between two centres is 280 nm.

The array of pinholes in the sample is used as a 2D grating spectrometer, where the diffraction pattern is a product of the diffraction of the pinhole and the diffraction of the grid. Furthermore, the design of the sample makes the diffraction pattern observable only at the reciprocal lattice points. The simulated diffraction by a single wavelength source of this sample is shown in Figure 4.4b.
As clearly seen, the diffraction pattern consists of equally spaced Airy disks, with
the highest peaks closest to the centre. If the source consists of multiple
harmonics, the diffraction pattern is an incoherent superposition of the diffraction
by each harmonic incident on the sample [119]. In fact, the diffraction pattern is
“rescaled” by different wavelengths, where the shorter wavelength tends to
compress and the longer wavelength expands the pattern, which is described by
equation (3.6). This observation can be seen in the diffraction pattern of the
sample using the HHG beam without the mirrors (Figure 4.4c) and with the
mirrors (Figure 4.4d), which are displayed with highly nonlinear colour scales.
When using mirrors, the sample is placed at a reasonably large distance from the
focus point to ensure the wave field at the sample plane can be approximated as a plane field. The diffraction image will be distorted when the sample is located close to the focus or the beam size is comparable to the sample size. The respective enlargements of a selected area of the diffraction patterns (highlighted by the grey colour) are shown in Figures 4.4e and 4.4f, where the horizontal cross-section plots reveal the relative contribution of different wavelengths to the diffraction patterns. These plots indicate the respective frequency spectra of the source without and with the XUV mirrors, which are in reasonable agreement with the measured spectrum as shown earlier in Figure 4.2.

4.5. The “SWIN” samples

Two ‘SWIN’ transmission samples with a similar pattern, whose dimensions are 7 μm x 7 μm (large sample) and 3.5 μm x 3.5 μm (small sample), are used as the test samples in the CDI experiment with a 30 nm wavelength source. The dimension of the small sample is chosen to be half that of the large sample, as shown in Figure 4.5. These samples were fabricated on a 50 nm-thick Si₃N₄ membrane, which was coated with 50 nm and 150 nm gold on each side, using the electron beam lithography facility in the Nanofabrication Laboratory (Centre for Micro-Photonics, Swinburne University of Technology).
By milling on the gold-coated Si₃N₄ membranes, it ensures that the wave field is 100% transmitted through the letter patterns in the SWIN samples while the background is completely “dark”. Thus the sample can be considered as a binary sample and the exit surface wave is the same as the sample’s image since the sample thickness is much smaller than its size. These samples are mounted on a sample holder with X-Y-Z positions that can be controlled by a motorized translation stage with a resolution of 100 nm. Thus the sample’s position can be precisely adjusted to achieve optimal illumination and diffraction quality.

4.6. Diffraction pattern acquisition and processing

For each of the SWIN samples, diffraction patterns are taken at various distances relative to the focus point, including ±2.5 mm and ±1.5 mm, where positive distances mean behind the focus point. By controlling various experimental parameters, such as gas pressure, driving laser intensity and focus position inside
the gas cell, the high harmonic generation process is optimized with highest illumination around 30 nm. By recording the beam profile directly on the CCD camera, the position and intensity of the XUV source can be precisely adjusted. Then the sample is carefully moved into the beam path and its position is fine-tuned until the sample is placed at the centre of the beam, where the intensity of the centre peak of the diffraction pattern is maximum.

To minimize instrumental and environmental noise that may affect the quality of the diffraction pattern, the whole imaging apparatus is placed in a dark vacuum chamber. Also, the sample holder is made sufficiently large to prevent scattered light inside the chamber from hitting the detector as much as possible. On the other hand, the CCD camera is cooled down to -40°C while capturing data to minimize the thermal noise of the sensor.

At each distance, 20 diffraction patterns and another 20 background images are taken and averaged to increase the signal to noise (S/N) ratio. The background image is taken when the gas cell is completely vented, i.e., when no harmonic can be generated. The final diffraction pattern is obtained after subtraction of the averaged background from the averaged diffraction pattern, where negative intensity is rounded to zero.

At a distance ±2.5 mm, it takes 2 s to capture a full dynamic range (~65000 counts) diffraction pattern of the large sample, while the small sample requires 8 s. When the samples are placed closer to the focus point at ±1.5 mm, the effective photon flux is significantly increased; hence the required exposure times are only 1 s and 4 s for the large and small samples, respectively. The diffraction patterns of the large and small samples at these two distances are shown in Figure 4.6, from which the effect of the curvature of the focused beam can be clearly seen in images b) and d), as the features tend to blur and become broader.
Figure 4.6: a), b) Log-scale diffraction patterns of the large SWIN sample at 2.5 mm and 1.5 mm, c), d) Diffraction patterns of the small SWIN sample at the same distances.

Since the diffraction data must satisfy the symmetry property and the highest intensity peak must lie at the centre of the diffraction pattern, the data is examined to crop and reposition the centre peak exactly in the middle of the pattern. Depending on the S/N quality, the diffraction pattern may be filtered with a median and Gaussian filter to smooth the image and increase the S/N ratio, while replacing any negative intensity with a zero value. After post-processing steps, the diffraction data is ready for the reconstruction process, as described earlier in section 3.4.
4.7. Reconstruction results with a plane-wave field approximation

At a distance of ±2.5 mm, the focused beam’s diameter is much larger than the sample size (4 times for the large and 8 times for the small SWIN sample); thus the wave field which illuminates the sample can be considered as a plane wave, and the Fraunhofer approximation can be used in the phase retrieval algorithm to reconstruct the sample “shadow” image.

An iterative image reconstruction is performed based on the far-field approximation of a plane field by considering Fraunhofer diffraction at the detector plane, as discussed in section 3.4. The Error Reduction (ER) and Hybrid Input Output (HIO) algorithms are used to recover the sample’s image, with a fixed support constraint. A rectangle whose dimension is sufficiently larger than the sample size is used as a support constraint. The size of this rectangle can be determined from the first few HIO iterations. This size is flexible and only has a minor influence on the resolution of the reconstructed image.

The reconstructed images of the large and small SWIN samples are shown in Figure 4.7, and the respective intensity profiles of the selected lines are extracted.
Figure 4.7: Reconstructed image of the large (a) and small (c) SWIN samples with a plane-wave field at a distance 2.5 mm. The intensity profiles of the red lines across the letter “I” are shown for the large (b) and small (d) samples, and reveal a corresponding resolution of 60 nm and 45 nm.

As can be seen, the Fraunhofer approximation is valid and the reconstruction algorithm with a plane-wave field can be used to recover the sample images at a reasonably far distance from the focus point, where the beam size is much larger than the sample size and the curvature of the field due to focusing is negligible. To determine the resolution of the reconstructed images, intensity profiles across the letter “I” are plotted and the distances from 10% to 90% of the transitions from dark to white intensities are determined. For the large sample, a resolution of 60 ± 5 nm is obtained, while a better resolution of 45 ± 5 nm for the small sample is achieved. Compared to the theoretical estimate, the resolution based on the Rayleigh criterion is 46 nm, which perfectly matches the calculation of the resolution limit.
At a distance of 1.5 mm from the focus point, the beam’s diameter is now only two times larger than the sample’s dimension; therefore, the diffraction pattern of the large sample suffers from a strong curvature due to the focused source. However, for the small sample, the beam size is still four times larger than the sample size and the plane-wave field approximation is still valid for the reconstruction. The reconstructed images of the large and small samples at this distance are shown in Figure 4.8.

![Image of reconstructed images](image)

Figure 4.8: Reconstructed image of the large (a) and small (b) SWIN samples with a plane-wave field at a distance 1.5 mm.

As can be seen, due to the strong curvature of the wave field, the Fraunhofer approximation is no longer valid for the large sample; thus the large SWIN image cannot be reconstructed. On the other hand, since the beam size is much larger than the small sample and the plane-wave approximation is still applicable, the image can be reconstructed using a normal phase retrieval algorithm.
4.8. Curvature correction in the phase retrieval algorithm

With the focusing mirror, the effective photon flux at the sample spot can be significantly increased and hence the required exposure time is reduced. However, using a focusing mirror leads to curvature of the wave field and the plane-wave requirement for a CDI experiment may not be satisfied; so the variation of the phase and intensity of the source across the sample needs to be taken into account. As seen in the previous result, when the beam size is comparable to the sample size (two times for the large sample at 1.5 mm), the curvature of the wave field has already invalidated the phase retrieval algorithm. If the object is located near the focus point and the intensity variation is assumed to be not too large, the curvature problem can be corrected by considering a phase variation at the sample plane. As discussed earlier in chapter 3, the diffraction pattern then becomes similar to a Fresnel approximation:

\[ E_i(x, y, z) = \frac{\exp(ikz)}{i\lambda z} \exp \left[ \frac{ik}{2z} (x_0^2 + y_0^2) \right] \mathcal{F} \left\{ E_0 \exp \left[ \frac{ik}{2d} (x_0^2 + y_0^2) \right] \right\} \]  

(4.1)

where \( d \) is the distance from the focus point to the sample plane.

To adapt the new phase term in the Fourier transform operator, the phase retrieval algorithm is now modified and the new steps are implemented as follows:

1) The sample’s image is initialized with a random guess or a support image as \textit{a priori} information: \( g(r) \).

2) The magnitude and phase at the detector plane is calculated by taking a Fourier transform of the product of the sample image and the phase term \( \left( \exp \left[ \frac{ik}{2d} (x_0^2 + y_0^2) \right] \right) \) as described in equation (4.1):

\[ G(u) = \mathcal{F} \left\{ g(r) * \exp \left[ \frac{ik}{2d} (x_0^2 + y_0^2) \right] \right\} = |G(u)| * \exp(i\Phi) \]  

(4.2)
3) The magnitude $|G(u)|$ is replaced by the Fourier modulus (square root of the diffraction intensity measured by the detector $I(u)$). The updated image in real space is calculated by taking the inverse Fourier transform of the updated $G(u)$:

$$g'(r) = \mathcal{F}^{-1}\left\{\sqrt{I(u)} \cdot \exp(i\Phi)\right\}$$

(4.3)

4) The actual sample’s image is then calculated by dividing the updated image by the same phase term that was used in step 2:

$$g(r) = \frac{g'(r)}{\exp\left[\frac{ik}{2d}(x_0^2 + y_0^2)\right]}$$

(4.4)

5) A support constraint is applied to the image from step 4 to obtain an updated sample’s image, including ER and HIO algorithms.

The phase retrieval process is repeated again from step 2 for a finite number of iterations until the quality of the updated sample’s image satisfies the requirement.

The “phase term” in the reconstruction algorithm is used to simulate the curvature of the wave field in the sample plane, which is analogous to a known “fitting parameter” for reconstruction. Adding this parameter results in faster convergence of the reconstruction process [120], where an incident spherical phase curvature and the use of the subsidiary assumption that the scattering may be regarded as coming from a real object of finite support results in significantly accelerated convergence of the iterative algorithms, compared with the use of plane-wave illumination.

The same diffraction pattern that was unsuccessful in reconstruction of the large SWIN image using a plane-wave field (as shown in Figure 4.8a) will be used for
the modified phase retrieval algorithm, which takes the curvature term into account in the reconstruction.

![Image of reconstructed image with curvature correction](image)

**Figure 4.9:** Reconstructed image of the large SWIN sample at 1.5 mm with the curvature correction (a). The knife-edge test on the letter “I” indicates a resolution of 70 nm is achieved.

The excellent reconstructed image of the large SWIN sample is shown in Figure 4.9, which clearly demonstrates the accurate approximation of the curvature correction in the reconstruction algorithm. A knife-edge test on the letter “I” indicates a resolution of 70 nm is achieved, which is slightly lower than the plane-wave reconstruction at 2.5 mm.

At distances shorter than 1.5 mm from the focus point, not only the strong curvature of the focused field, but also the intensity variation of the beam affects the quality of the diffraction pattern, since the focused source is not a perfect Gaussian beam. Non-uniform illumination causes non-symmetric patterns in the diffraction data; thus a reconstruction with only the curvature correction is not possible.
4.9. Enhancement of the reconstruction process with the Graphical Processing Unit (GPU)

One of the drawbacks of the coherent diffractive imaging technique is the heavy post-processing stages, including the reconstruction process, which deals with a large amount of data and computation steps. The most time consuming calculation is the fast Fourier transform (FFT) operator with a matrix whose size is up to $2048 \times 2048$ elements.

Usually a construction process requires thousands of iterations [40][26][121], in which each iteration consists of one FFT and one inverse FFT operation. Traditionally, a reconstruction program which runs on a single CPU computer is a time consuming process. By implementing the reconstruction algorithm on a graphical processing unit (GPU), the calculation is spread out over a massive number of parallel computational units, and thus the reconstruction time is dramatically reduced.

In our experiment, the reconstruction process is performed on a desktop computer, in which a Tesla K20c GPU is installed. Featuring 2496 computational units (CUDA cores), the GPU is capable of processing $1.17 \times 10^{12}$ double-precision floating-point operations per second (flops), which is about 10 times better than a typical Intel Core i7 CPU [122]. The reconstruction program is written in MATLAB, which uses a Parallel Computing Toolbox to utilize the GPU functionality. To compare performance, the reconstruction is performed using data sizes of $512 \times 512$, $1024 \times 1024$ and $2048 \times 2048$ elements with the CPU alone and with the GPU, as shown in Figure 4.10.
As clearly seen, the reconstructions with the GPU perform around 15 times faster than with the CPU alone, taking only ~40 seconds for the 2048×2048 data while the CPU needs nearly 10 minutes to reconstruct the same image. The 1024×1024 data is processed 4 times faster than the 2048×2048 data, where in our experiment the 1024×1024 data is processed to produce a coarse image, then the reconstruction parameters are adjusted and a finer high resolution image is reconstructed from the 2048×2048 data. To effectively perform the reconstruction process, a user interface is built from the MATLAB software, as shown in Figure 4.11.
Figure 4.11: The user interface of the reconstruction program.

With the interface, the user can select the data file and background file, adjust the reconstruction parameters and watch the result in just a few seconds. This allows the user to reconstruct the image as soon as the diffraction data is available, which opens the possibility of live imaging. By incorporating the reconstruction program with the acquisition software, the whole experiment can be integrated into a single program, which makes CDI one step closer to live imaging, similar to the optical microscope and the electron microscope.
4.10. Conclusion

We have demonstrated that a high resolution image (45 nm resolution) can be reconstructed from the diffraction pattern generated by a table-top high harmonic source at a wavelength around 30 nm. By using focusing mirrors, a single harmonic can be selected and converged to illuminate the sample. As a result, the quality of the diffraction pattern is improved and the required exposure time is significantly reduced. In order to increase the quality of the reconstructed image, the object needs to be placed at an optimum distance from the focus point to ensure the object is illuminated by an approximate plane wave. By applying a phase correction in the reconstruction process which takes the curvature of the field due to the focusing mirror into account, not only the reconstruction converges faster, but also the sample can be placed at a closer distance to the focus point and hence we can take advantage of the higher photon flux and shorter acquisition time, without compromising resolution.
Chapter 5

Coherent Diffractive Imaging with Absorption Samples

5.1. Overview of the experiment

Transmission samples, such as the ‘SWIN’ samples, are useful as test objects in coherent diffractive imaging, since the surface exit wave is actually the binary image of the sample. These samples can be used to test a phase retrieval algorithm or to determine the feasibility of the new CDI experiment setup, as the manufacturing process is relatively simple and the sample can be made precisely as designed, using the electron beam lithography technique. Furthermore, the reconstruction is straight-forward, where the sample can be treated as an object with a real intensity distribution. However, in practice these samples are not scientifically similar to real-world samples, such as biological specimens, which are prepared on a thin layer for imaging purposes. Due to the fact that the XUV radiation is strongly absorbed by most materials, the reconstructed image of these samples will be inverted, i.e., the object of interest will be displayed as dark on a bright background, which is opposite to the transmission CDI images. In this chapter, a CDI experiment with three absorption samples, whose characteristics are similar to biological samples, are investigated using a high harmonic source with wavelength around 30 nm. The experimental setup is the same as the one used for the previous experiment with the transmission samples in chapter 4, which includes the narrow band reflective and focusing mirrors and the curvature correction phase retrieval algorithm.
5.2. The samples

Three samples with biological-like characteristics which were selected from a large number of candidates are used to demonstrate the capability of the table-top CDI experiment. These samples were prepared as a result of a collaboration with the Ultrafast and Microspectroscopy Laboratories at The University of Melbourne. All three samples were fabricated on 30 nm-thick silicon nitride films where the dimension of the window space is around 13 x 13 μm, which is located in the middle of a 200 μm-thick, 4.4 x 4.4 mm frame. Unlike the previous CDI experiment with a transmission sample, the strong absorption objects in this experiment are deposited on a semi-transparent silicon nitride membrane, which has a transmission capability up to 30% at the 30 nm wavelength [79]; as a consequence the images of these objects will appear “black” on a “white” background. This characteristic is very similar when imaging biological samples using x-ray sources, in which the contrast of the image is derived from the difference of the atoms’ absorption edges between the sample and the membrane or between different materials in the sample itself.

These samples (namely samples A, B and C) are placed in the same sample holder as used in the previous experiment with the ‘SWIN’ samples; thus the position in the X-Y-Z directions can be precisely controlled.

5.2.1. Sample A

The first sample (called sample A) consists of 2 μm-diameter plain silica (SiO₂) spheres on a silicon nitride membrane, as shown in Figure 5.1. Only the particles inside the window can be seen in the reconstructed image, as the Si₃N₄ membrane is sufficiently thin for transmission of the XUV radiation. The silica spheres have strong x-ray absorption properties for wavelengths longer than 3 nm, and nearly
no transmission at all wavelengths around 30 nm [79]. Among the silica spheres, there are some 400 nm-diameter amino polystyrene (NH2C8H8) particles placed in the gaps, which also strongly absorb the x-ray radiation.

Figure 5.1: Scanning electron microscope image of sample A (left) and transmission characteristics of a silica sphere in the XUV region (right). The diameter of the silica sphere is 2 \( \mu \)m. Source: http://henke.lbl.gov.

5.2.2. Sample B

The second sample consists of similar material to sample A; it has 2 \( \mu \)m-diameter plain silica spheres and 400 nm-diameter amino polystyrene particles. In this sample, the number of plain silica spheres is reduced while more amino polystyrene particles are added to the window, as shown in Figure 5.2. The transmission characteristics of the amino polystyrene particles also indicates strong absorption of this material at wavelengths around 30 nm. As a consequence, the reconstructed image of this sample should consist of completely dark objects on a bright background. Since the transmission area (Si3N4 membrane) in the window is relatively large and the XUV beam easily penetrates through the sample, the detector will be quickly saturated by the high harmonic
photons. As a result, this creates a big challenge for the acquisition and processing of the diffraction pattern, in which the intensity is dominated by the zero frequency part and the dynamic range of the captured data is limited. Another challenge is to resolve the small particles in a cluster, as the x-ray radiation could not easily traverse the gaps between the amino polystyrene particles to create a diffraction pattern.

Figure 5.2: Scanning electron microscope image of sample B (left) and transmission characteristics of the amino polystyrene particles in the XUV region (right). The diameter of the amino polystyrene particle is 400 nm. Source: http://henke.lbl.gov.

5.2.3. Sample C

The third sample uses a different material to fabricate the microspheres on the windowed membrane, which is carboxylated polystyrene (COOHC₈H₈). In this sample, a total of 8 spheres with a 2 μm diameter are deposited on the membrane, which forms an isolated cluster in the middle of the window. In addition, some 400 nm-diameter amino polystyrene particles are also placed in the gaps between the big spheres and, most interestingly, there are four nanoparticles which form an isolated cluster, as can be seen below the big cluster in Figure 5.3. The
transmission characteristics of the carboxylated polystyrene sphere are also shown, which indicates strong absorption with XUV radiation at wavelengths around 30 nm. As a result, these spheres will appear “black” on a “white” background in the reconstructed image. Similar to sample B, the transmission area in this sample is enormous and the detector will be easily saturated by the high photon flux of the source. In fact, with the larger “bright background” area, this sample creates a greater challenge to reconstruct a sufficiently high resolution image that can resolve the sphere’s details, especially the small particles.

![Image of sample C and transmission characteristics](http://henke.lbl.gov)

Figure 5.3: Scanning electron microscope image of sample C (left) and transmission characteristics of a carboxylated polystyrene sphere in the XUV region (right). The diameter of the carboxylated polystyrene sphere is 2 μm. Source: [http://henke.lbl.gov](http://henke.lbl.gov).

5.3. Diffraction acquisition and processing

All three samples are placed at a distance 2 mm beyond the focus point of the XUV focusing mirror; at this distance, the photon flux from the focused beam is sufficiently high while we are still able to reconstruct the sample’s image using a curvature correction-phase retrieval algorithm (as discussed in chapter 4). For
each sample, the high harmonic source is optimized to generate the highest intensity around 30 nm and the sample is precisely positioned at an optimum location to utilize as much photon flux as possible.

Figure 5.4: Diffraction patterns of samples A, B and C, which are displayed on a log scale with a nonlinear colour map.

The exposure time is adjusted so that the highest intensity nearly reaches the saturation limit (~65000 counts) of the CCD camera. To minimize the noise that may originate from instruments or the environment, the diffraction data are taken when the CCD is cooled down to -40°C and the sample chamber is covered in
complete darkness. Furthermore, at each sample, 80 diffraction patterns and 80 background data with the same exposure time are taken and then averaged to increase the signal to noise ratio. The resultant data is then cropped to reposition the intensity peak to the centre of the diffraction pattern.

The diffraction patterns of the three samples are shown in Figure 5.4, after averaging and repositioning the centre peak. The diffraction patterns are displayed on a log-scale with a highly nonlinear colour map. The required exposure time to capture a full dynamic range diffraction pattern for sample A is 10 seconds, while it takes only 3 seconds and 1.5 seconds for samples B and C, respectively. As can be seen, the diffraction pattern of sample A just reaches the edge of the CCD while the diffraction patterns of samples B and C only occupy around the centre part of the CCD area, due to the large transmission area, and lack of all the high frequency intensities which are further than half-way to the edge of the detector sensor. As a result, the reconstructed images of samples B and C are expected to be blurry and the edges of the spheres may not be resolved. The high intensity “crosses” in diffraction patterns B and C indicate that the main contribution of the diffracted light originates from the square shape of the silicon nitride windows, which can be resolved clearly in the reconstructed images.

5.4. Reconstruction results

At a distance 2 mm from the focus point, the high harmonic beam’s diameter is about 20 μm and is only twice the sample dimension. As a result, the samples are illuminated with a strong curvature wave field and thus the diffraction patterns are no longer considered as Fourier transforms of the surface exit wave of the sample. Therefore, a modified phase retrieval algorithm with curvature correction (as described in chapter 4) is needed to recover the samples’ images.
To demonstrate the effectiveness of the curvature correction-phase retrieval algorithm, an image of sample A is reconstructed by using both a plane wave and curved wave approximation, since the diffraction pattern of this sample has the higher quality compared to the other samples.

![Figure 5.5: a) Scanning electron microscope image of sample A. b) Reconstructed image using a curvature correction phase retrieval algorithm. c) Reconstructed image using only a plane-wave approximation. d) Knife edge test of the reconstructed image along the red dashed line near the top right corner in b) reveals a resolution of 140 nm is achieved.](image)

The reconstructed images of sample A with and without the curvature correction are shown in Figure 5.5 b) and c), which shows that it is impossible to reconstruct the image using the plane wave approximation and a high resolution image can only be recovered by using the curvature correction algorithm. The cropped
version of the scanning electron microscope image of the sample is also displayed in Figure 5.5 a); so the details of the reconstructed image can be easily compared side by side. Apparently, the edges of the 2 μm spheres are clearly resolved in the reconstructed image, and even the small 400 nm particles can also be identified. A knife edge test is also applied to the image to measure the attained resolution, which reveals a resolution of 140 nm (10% - 90% max intensity) is achieved, as shown in Figure 5.5 d).

The same method is applied to reconstruct the images of samples B and C; however, due to lack of high angle diffraction data, the expected resolution of the recovered images is lower than that of the image of sample A and the objects will appear more blurry. The reconstructed images of these two samples are shown in Figure 5.6 b) and d), where the corresponding scanning electron microscope images are shown in a) and c). As can be seen, the images only reveal the shadows of the cluster of objects rather than the circle-shape of each of the particles due to the lack of high frequency data in the diffraction pattern.

In the reconstructed image of sample B, it is barely possible to identify any silica spheres and amino polystyrene particles in this rough image. The whole cluster of small particles appear as a solid object, making it impossible to resolve the individual edges. The reconstructed image also shows a feature at the top edge of the window, which seems to be a dust particle or a defect in the membrane, and which is hardly seen in the SEM image.

A similar resolution is obtained in the reconstructed image of sample C, where the shape of the 2 μm spheres can be barely recognized and the number of spheres can just be counted. However, the 400 nm particles cannot be resolved and the group of 4 nano-spheres below the big cluster appears as a single object in Figure 5.6 d).
5.5. Enhancing the resolution using a beam stop

5.5.1. Introduction

As discussed in the previous chapters, one fundamental requirement to obtain a high resolution image of the sample is to capture a high dynamic range diffraction pattern which contains sufficient high angle data with a high signal to noise ratio. However, the experimental realization is more complicated than a simulation, since the detector has only a limited dynamic range (~4 orders of magnitude) while a simulated diffraction pattern may have a peak intensity up to 10 orders of magnitude. On the other hand, for a sample with a large transmission area (such as samples B and C), the strong incident beam that propagates through the
sample makes the CCD saturate quickly at the centre peak before capturing any high angle data. Using a beam stop has proven to be an effective solution to this problem, where the high value of the intensities at the centre of the diffraction pattern is removed and this method allows the high angle data to be collected [115][103][102]. However, the beam stop must be small enough so that the missing data is confined within a centro-speckle (inverse of the sample size) of the diffraction pattern, to reliably reconstruct an image of the sample [123]. This requirement may place a limit on the dynamic range of the diffraction pattern if the sample has a low scattering efficiency, i.e., a round-shape rather than a line-shape. Another approach is to combine multiple diffraction patterns at different exposure times, in which the saturated pixels in the longer exposure time diffraction pattern are replaced by the values in the shorter exposure data [25][124]. By using two beam stops in two perpendicular directions, a high dynamic range diffraction pattern can be produced by stitching three diffraction patterns with appropriate scaling factors, which can be used directly for the reconstruction process [30]. However, special care must be taken when combining different diffraction patterns to ensure the stitched regions precisely overlap and the intensity variation between the gaps is as smooth as possible. In this experiment, a beam stop is installed and a new approach in processing diffraction patterns is investigated in an effort to increase the resolution of the reconstructed images of samples B and C.

5.5.2. Installation of the beam stop

Two metal beam stops with diameters 1.5 mm and 3 mm are attached to the micro-screws in the vertical and horizontal direction in the flange immediately in front of the camera, as shown in Figure 5.7. The beam stops are placed at a
distance of 5 mm from the sensor’s surface to minimize scattering of photons and reduce the shadow of the beam stop on the sensor. The optimal positions of the beam stops are adjusted by the micro-screws to block the beam exactly at the centre peak, and these beam stops can be retracted to allow an undistorted diffraction pattern to be captured. The beam stop’s arms are also considered to minimize the cross section shadows on the CCD; the arm in the smaller beam stop is made of a thin brass sheet and the larger one is made of copper wire.

Figure 5.7: a) Two beam stops with diameters 1.5 mm and 3 mm are attached to the micro-crews in the vertical and horizontal directions. b) Close up image of the beam stops, showing the smaller beam stop is extended to the centre while the larger one is retracted.
5.5.3. **Enhancement of the dynamic range**

For each sample B and C, the diffraction patterns are now taken with a short exposure time without saturation, and with longer exposure time with a saturated region and with a very long exposure time with the beam stop until the highest intensity nearly reaches the maximum value (~65000). The diffraction patterns of these samples without and with a beam stop are shown in Figure 5.8, where a vertical beam stop (1.5 mm diameter) is used.

---

**Figure 5.8**: Diffraction pattern of sample B without a beam stop for an exposure time of 40 seconds (a) and with a beam stop for an exposure time of 5 minutes (b). Diffraction pattern of sample C without a beam stop for an exposure time of 45 seconds (c) and with a beam stop for an exposure time of 8 minutes (d).
As can be seen, using a longer exposure time, the diffraction patterns have much more detail than the data shown in section 5.3. Saturated regions in the centre of the diffraction pattern can be seen clearly in Figures 5.8 a) and c), where no beam stop is used. With a beam stop and a much longer exposure time, the details are significantly enhanced and the high angle data even exceeds the edge of the detector, as shown in Figure 5.8 b) and d). The increase of the dynamic range can be estimated from the ratio of arbitrary intensity peaks at the same coordinate in the diffraction patterns without and with the beam stop. For example, Figure 5.9 shows a comparison between the intensities of the chosen pattern in the data of sample B with no saturation (a) similar to the data shown in section 5.3 and with a beam stop (b). The ratio between the two chosen peaks is 288, which indicates that if the centre peak of the diffraction pattern a) is replaced by the centre part of the diffraction pattern b), the new peak intensity will become $65000 \times 288 = 1.9 \times 10^7$, so that the dynamic range is extended to seven orders of magnitude.

Figure 5.9: a) Cropped diffraction data of sample B with an exposure time of 3 seconds, showing a chosen peak. b) The same peak in the diffraction taken with a beam stop and 5 minutes exposure time indicates an increase of 288 times in the intensity.
The same calculation is applied to the diffraction data of sample C, which is shown in Figure 5.10. The ratio of the two peaks in the diffraction patterns without saturation and with the beam stop is 580 times, which indicates that the highest peak in the combined diffraction pattern will be $3.8 \times 10^7$, and the new dynamic range will be seven orders of magnitude.

![Figure 5.10: a) Cropped diffraction data of sample C with an exposure time of 1.5 seconds, showing a chosen peak. b) The same peak in the diffraction taken with a beam stop and 8 minutes exposure time, indicating an increase of 580 times in the intensity.](image)

5.5.4. Phase retrieval algorithm for multiple diffraction patterns

High dynamic range diffraction patterns taken with a beam stop are very promising to reconstruct high resolution images; however a new challenge is to combine the diffraction patterns together and to modify the phase retrieval algorithm to adapt to the new kind of data. In this modified version of the algorithm, the steps are as follows:

1) A low resolution image of the sample is reconstructed using a diffraction pattern without saturation as described in section 5.4.
2) The centre part of this diffraction pattern is stitched to a diffraction pattern which has a longer exposure time and the centre region is saturated (Figure 5.8 a) and c)). To precisely combine the two sets of data, a masked region is manually selected that contains the saturated pixels. The combined diffraction data is given by:

\[ I' = \alpha \cdot I_{low} \cdot \text{mask}_1 + I_{high} \cdot \overline{\text{mask}_1} \]  

(5.1)

where \( I' \) is the combined diffraction data, \( I_{low} \) and \( I_{high} \) are the diffraction data with no saturation and with saturation, \( \alpha \) is a scaling factor, \( \text{mask} \) is the binary region containing the saturated pixels and \( \overline{\text{mask}} \) is the inverse of \( \text{mask} \).

3) The new sample’s image is reconstructed by running the phase correction phase retrieval algorithm with the initial guess which is the low resolution image obtained from step 1. The optimal value of the scaling factor \( \alpha \) can be obtained by performing scan trials of reconstruction with a range of \( \alpha \) until we obtain the best quality image.

4) The diffraction \( I' \) is again used to stitch to the beam stop diffraction pattern (\( I_{beamstop} \)) to produce a complete diffraction pattern \( I'' \), for which a new mask\(_2\) for the beam stop is defined and a new scaling factor \( \beta \) is estimated:

\[ I'' = \beta \cdot I' \cdot \text{mask}_2 + I_{beamstop} \cdot \overline{\text{mask}_2} \]  

(5.2)

5) The final reconstruction is performed using \( I'' \) and the image obtained in step 3 is used as an initial guess. The optimal value of \( \beta \) is obtained by repeating the reconstruction process with different values of \( \beta \) until the recovered image is satisfactory.
5.5.5. **Improved reconstruction results**

The reconstructed images of samples B and C are shown in Figures 5.11 and 5.12, which used the algorithm as described above.

As can be seen in Figure 5.11 b), finer detail can be seen in the reconstructed image of sample B, especially the single 400 nm particles near the left edge can be identified. Since the cluster of the amino polystyrene appears as a solid object, no individual particle can be resolved.

![Figure 5.11: a) Low resolution reconstructed image of sample B without saturation and beam stop. b) Higher resolution image obtained by processing the diffraction pattern with the beam stop and saturation region.](image)

In Figure 5.12 b), a higher resolution image is obtained, where the 2 μm spheres are clearly observed and easily identified. However, the 400 nm particles are hardly seen in the gaps between the bigger spheres. A group of four particles at the bottom are much clearer than before, but the individual particles are not distinguishable.
5.6. Conclusion

A coherent diffractive imaging experiment with absorption samples has been successfully demonstrated using a high harmonic source with wavelength around 30 nm. Since these samples have similar characteristics to practical biological specimens, the experiment confirms the feasibility of imaging biological samples with a nanometre resolution using an inexpensive table-top high harmonic generation source. Using a beam stop and a new processing algorithm to produce a high dynamic range diffraction pattern, high resolution images can be reconstructed. The experiment also proves the effectiveness of the curvature correction phase retrieval algorithm to reconstruct a high resolution image of a sample which is illuminated by a focused source to utilize the high photon flux near the focus point and reduce the required exposure time.
Chapter 6

Conclusions and future directions

In this dissertation, the theoretical and experimental aspects of high harmonic generation and its applications, including coherent diffractive imaging, were discussed and demonstrated.

As a crucial requirement of coherent diffractive imaging, the generation of a bright, highly coherent, stable and narrow-bandwidth extreme ultraviolet source with wavelengths around 30 nm was reported. By adjusting the experimental parameters in the high harmonic generation in a gas cell, including the gas pressure, the interaction length and the driving laser intensity, the macroscopic phase-matching condition could be optimized to produce a collimated harmonic source with the generated emission confined to a just few harmonic orders. In addition, a high degree of stability and reliability of the experiment was ensured by the development of laser beam pointing and gas cell pressure stabilization systems. With an infrared driving laser, the extension of the cutoff of the harmonic orders and the generation of radiation in the water window region (2.3 – 4.4 nm) was demonstrated, which is highly promising for imaging applications with biological samples. On the other hand, the microscopic aspects of the high harmonic generation process were also examined in order to study the atomic and molecular dynamics. By using two-colour laser fields in the HHG experiment, the visibility of a Cooper minimum in the high harmonic spectrum could be enhanced or minimized, which allows the structure of the atom to be analyzed.

Coherent diffractive imaging, as one of the most important applications of high harmonic generation, was performed with a focused extreme ultraviolet source.
By using XUV band-pass reflective and focusing mirrors, a single harmonic around 30 nm was selected to illuminate micron-size samples; as a result, a higher photon flux and a shorter acquisition time could be achieved and a resolution of 45 nm with a transmission sample was successfully demonstrated. Furthermore, a modified phase retrieval algorithm with phase-curvature correction was presented, which allows a good image of the sample to be still reconstructed if it is placed near the focus point to take advantage of the high photon flux. A CDI experiment was also demonstrated with absorption samples which have similar characteristics to biological specimens. With samples having large transmission areas, a beam stop was introduced to capture high dynamic range diffraction patterns and a new reconstruction algorithm was developed to recover high quality images from multiple diffraction data.

To produce higher resolution images of the samples, reducing the wavelength of the source is one of the possible directions. Using a narrow band-pass source with wavelengths around 13.5 nm generated by helium gas, a low resolution (~200 nm) image of a periodic sample was demonstrated [124]. A problem arises from the low photon flux and the low degree of coherence of the source, which consists of a large number (~10) of harmonic orders after passing the mirrors. By incorporating the contribution of multiple harmonics in the diffraction pattern in the reconstruction process, a so-called “Poly CDI”, higher resolution of the images can be achieved. This multiple wavelength reconstruction algorithm is useful for an imaging experiment with a harmonic source with short wavelengths, including the water window region, where selection of individual harmonics is impossible and multiple harmonic orders are required to build up a sufficiently high photon flux. Before performing CDI with water window radiation, the feasibility of multiple wavelength reconstruction can be confirmed by an experiment with a
13.5 nm source with the same set of test samples as used in the experiment with 30 nm.

Better diffraction patterns can produce higher quality reconstructed images, as enhancing the dynamic range and the signal to noise ratio of the diffraction pattern is a crucial step in a CDI experiment. Currently, a high dynamic range diffraction pattern is obtained by stitching multiple diffraction data with and without a beam stop. However, scaling the non-uniform intensity distribution and smoothing different background levels are the main challenge to produce a “clean” diffraction pattern. A suitable algorithm which “blends” diffraction patterns together is desirable to achieve this.

Another aspect to improve the experimental results is to increase the harmonic photon flux, which can be achieved by optimizing the quasi-phase matching process. The enhancement of the high harmonic emission in a dual-gas multi-jet array has been successfully demonstrated [73]. This experimental scheme is also very promising for a bright XUV source for imaging applications. On the other hand, two-colour field HHG experiments have demonstrated the ability of enhancement of a specific region of the harmonic spectrum, which can be useful to optimize the harmonic orders within the bandwidth of the band-pass mirrors.

One of the main drawbacks of coherent diffraction imaging is the post-processing time consumption. However, this can be minimized by implementing a reconstruction process in Graphical Processing Unit to utilize parallel computing technology. A reduction of at least 15 times in the reconstruction time has been reported, which allows the image to be visible in a matter of seconds. By integrating the acquisition process and the reconstruction process in a single program, live coherent diffractive imaging is feasible and will be available in the near future.
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